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| often say that when you can measure what you are speaking abaolugxaress it in
numbers, you know something about it; but when you cannot expmssumbers, your
knowledge is of a meagre and unsatisfactory kind; it may be the beginhkmpwledge,
but you have scarcely, in your thoughts, advanced to the stage otecihatever the
matter may be.

William Thomson, 1st Baron Kelvin, often referred as Lord Kelvin
Mathematical, physicist and engineer(1824-1907)

We often discover what will do, by finding out what will not do; and pltapde who
never made a mistake never made a discovery.

Samuel Smiles
Scottish author and reformer(1812-1904)
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Abstract

Reinoso Peinado, Antonio Jos. M.Sc. in Computers Science, Departamento de Sistemas dtters
y Computadbn, Universidad Rey Juan Carlos,0stoles, Madrid, 2010Temporal and Behavioral
patterns in the use of Wikipedia

Wikipedia stands as the most important wiki-based platform and continueislimgthe overall
society with a vast set of contents and media resources related to all thehésaof knowledge.
Undoubtedly, Wikipedia constitutes one of the most remarkable facts in theievoof encyclopedias
and, also, a complete revolution in the area of knowledge managementp®,athanost innovative
aspect is the underlying approach that promotes the collaboration apéretion of users in the
building of contents in a voluntary and altruistic manner.

The growth of Wikipedia has never stopped since its beginning as well aggtdayity. In fact,
the number of visits to its different editions has placed its web site within the tomast visited
pages all over the Internet. Such kind of success has spread thd Wskimedia beyond typical
academic environments and has made it become a complete mass phenomenon.

Due to this significant relevance, Wikipedia has revealed as a topic ofsiageinterest for the
research community. However, most of the developed research isrnedceith the quality and
reliability of the offered contents. This previous research focusesibjeas such as reputation and
trust, or addresses topics related to the evolution of Wikipedia and its growdrieies. By contrast,
this thesis is aimed to provide and empirical study and an in-depth analysistabaoanner in which
the different editions Wikipedia are being used by their correspondingramities of users. In this
way, our main objective is the finding of temporal and behavioral pattezesrithing the different
kinds of contents and interactions requested by Wikipedia users. Usergests are expressed in
the form of URLs submitted to Wikipedia as a part of the traffic directed to itp@uing servers.
The analysis presented here, basically, consists in the characterizatinns traffic and has been
developed by parsing and filtering the information elements extracted frotdRhs contained in
it. As we, necessarily, have had to work with a sample of all the requests tipéflik due to their
incommensurable volume, we have, first, validated our results comparingithienusted sources.

After having analyzed the traffic to Wikipedia during a whole year, this sprdgents a complete
characterization of the different types of requests that make part ofiithérmore, we have found
several patterns related to the temporal distributions of such kind ofsenag well as to the actions
and contents involved in them. The influence of the most frequently sebimpies and other contents
positively considered by the community, as the featured articles, in the attdmaicarticles get is also
considered as a matter of interest. Finally, we have also analyzed theliftertegories of articles
that attract more visits and search operations in the considered editiorikipéNa.

Most of the objectives accomplished here are based on the results gdwdthe application
developed ad-hoc to feed this study. The software engineering of thisaedeen undertaken under
the WikiSquilter project. We expect that this application can serve as al tigeffto characterize the
traffic directed to wiki-based sites, particularly to any project supporgadéWikimedia Foundation.

Up to this work, no other analysis had been undertaken to study the usé&epétlia in such
a wide and thoroughgoing way. We hope that our efforts and resultserae as a significant con-
tribution in the examination of the dynamics of use when interacting with knowletgegement
platforms like Wikipedia.
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Chapter 1

Introduction

“There is only one good, knowledge, and one evil, ignorar@®Crates

1.1 Introduction

Wikipedia has successfully grown into a massive collaboration tool basedeowiki paradigm as
the new approach to produce and access intellectual works. Its imrégsires about both articles
and users have propitiated that the Wikipedia can be considered one lafghst compilations of
knowledge that have ever existed. The number of articles in its diffecitibes has never stopped
growing? as well as its popularity, which situates the Wikipedia web page among the sivisitest
sites all over the Internét

Undoubtedly, the Wikipedia initiative has evolved to a solid and stable progect as a valuable
reference tool by million users. Its impact and degree of penetration inoHoalked information
society can be measured in terms of the vast number of visits that it reesmgsday. According to
the statistics provided in dedicated web patjeg the institution that funds the project, the Wikimedia
Foundation, the whole set of editions of Wikipedia were receiving more 3danmillion visits per
day by the end of May 2010.

With such an impressive portfolio, it is not rare at all that the scientific conityndecided to put
its examining eye on subjects related to Wikipedia, mainly to determine whether trmatfon it
offers has and adequate level of quality and is reliable enough to bedristihis way, the academic
works covering topics involving Wikipedia rapidly increasednd the Encyclopedia became a usual
topic for discussion in several forums.

The relevance of Wikipedia can be considered from different petsps, even from the
adherence and the criticism that it has aroused. Its model for conteatajimn may be thought
as the result of the application of the paradigm based on the collaborationlieiduals for the
production of knowledge. This new approach has supposed a tegdsmof the precedent centralized
conception of how to create and disseminate knowledge in favor of a comgpiéteributed, or at
least de-centralized, model that pursues that anyone can get involtieel genesis of any kind of

http://stats.wikimedia.org (Retrieved on 22 June 2010)
2http://www.alexa.com/siteinfo/wikipedia.org (Retrieved on 22 June 2010)
Shttp://stats.wikimedia.org/EN/Sitemap.htm (Retrieved on 22 June 2010)
“http://en.wikipedia.org/wiki/Wikipedia:Wikipedia_in _academic_studies (Retrieved on

22 June 2010)
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wisdom. Because of the consideration of Wikipedia as a successful impigtioenof this new
model, the Encyclopedia and its supporting philosophy deserve the attemtresearchers. The
presence and relevance of Wikipedia in the current society and its aatiwriltio the coupling between
knowledge and information technologies made of it a unique entity whose natirds demand a
deeply examination.

In this thesis, we are examining Wikipedia from a different, and not so exglpoint of view,
because we are focusing on the use given to the Encyclopedia by its legarding the massive
dimension of this project and its absolute relevance in the propagationmissien and generation
of knowledge, we considered that the examination of users’ behavibat@ntion to such kind of
initiatives deserved our best efforts. Moreover, the approach tsetalyze this subject is also
quite inexperienced as we are basing our analysis in the characterizbtientmaffic containing the
requests that users sent to Wikipedia. Of course, there have beemappheaches to analyze some of
the questions addressed here, but up to our knowledge, none of #eehedén used to cover so many
topics as considered in this work.

Following sections present the main goals and objectives that have motivate¢desis and the
main features of the Wikipedia and tWiki paradigm, including its implications on knowledge
management. Moreover, | also introduce the hardware architecturesadivcare mechanisms
deployed by the Wikimedia Foundation to support all its projects together witmts important
topics about the interaction with Wikipedia. Finally, the organization and steictithe rest of this
thesis is also presented.

1.2 Motivation

Most of the previous research on Wikipedia has focused on predicitomst its evolution, different
models for sustainable growth and, above all, on mechanisms for qualityotdotassess the
reliability of its contents. Surprisingly, very few studies have been deviteahalyze the use of
Wikipedia and the type of interactions requested by its users, even imegdnd most easy-to-obtain
measures. As an example, at the moment of writing this thesis there is no wasttiohoa list
with the most visited articles for a given edition nor the topics most often submittine tits search
engine. There has been some initiatives of this kind in the past but, predkathare out of service
or they are not being conveniently updated and most of them have noturelertaken from an
academic perspective. The most reliable information currently stems fromstdtistics offered by
the Wikimedia Foundation itself which includes valuable data such as the nurhbeictes, the
number of registered users, the pageviews and also information abagritrdutions made by the
Wikipedia editors. However, it does not include information about othed kihactions, such as
requests for editing or previews, that users solicit to be performedtictear

As a result, | decided to carry out the study presented here in an attemgtietonihe the main
characteristics of the use of Wikipedia by means of the analysis and tdrdzation of its traffic. The
challenge of finding both behavioral and temporal patterns, which caulgseful to provide a better
understanding of the use and the different kind of interactions betwddpatlia and its users, could
hardly be more attractive and interesting to undertake.

As our analysis is completely based on the characterization of traffic, it woNige both
well known metrics and new results. This interesting particularity will allow usxanmene the
trustworthiness of such kind of analysis by establishing different cosgres between our results and
the ones derived from previous studies involving analyses of datahesps or statistics obtained
from several types of surveys. In addition, the results of this type alyais can lead to a great
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variety of important benefits that include the availability of a detailed chaiaatem of the Wikipedia
traffic and the possibility of improvements to be performed on the supportimgrssystems to satisfy
particular situations of overload and machine-stress. Fortunately, tbesag data related to users’
activity on Wikipedia have been easy to obtain thanks to the courtesy of thienédia Foundation.

The Wikipedia philosophy completely adheres to the so-catipen movemeralthough this
movement was conceived in a radically different environment related sofiv@are production. This
similar attitude towards the openness principles allows that everyone cawvgiged in the process
of building knowledge and that this generated knowledge remains availatble vechole community.
Moreover, the Wikimedia Foundation offers dump files corresponding tddatebase records holding
all the contributed contents and, even more, the access to the log inforneétedrto some internal
operations is also granted for researchers and, in general, anyerestad. In this way, it is possible
to obtain log files containing the requests submitted to the different editions ap&tdila by their
corresponding users. People’s fundamental rights to privacy amittieatiality are not infringed or
violated in any way. This is guaranteed because all the data susceptildmgfused to perform any
sort of identification, such as users’ login names or Internet addresmsecompletely removed in the
Wikimedia systems prior to the sending of whatever information related to thestgmade by users.

This availability of information about the requests submitted by users to Wikijgedigaralleled
from a research point of view. All of the data are being obtained fronsytstems involved in the
delivery of Wikipedia contents to the users asking for them. The Wikimediadrtion maintains
other projects besides Wikipedia and some parts of its system architectushared among all
of them. Because of this, requests to Wikipedia are provided within the Ibteffic to all the
Wikimedia Foundation projects and resources. Considering the cunalabgity of the system, it
is impossible to handle such traffic in a centralized system. Thus, we rexsample consisting of
the 1% of all these requests. Although it may seem that it is a not too largdesamepare receiving
about 38 million log lines, corresponding to the same number of requesty, dndgeneral terms,
this means that a whole year involves about 15,000 million log lines. This is atuédshallenge
in terms of the necessary infrastructure to store relevant informationgmdiadly, in terms of their
processing.

Another special characteristic of this study is the reproducibility of the arsalyndertaken as
a part of it. This analysis has been performed on a feed consisting in logriafion from the
Wikimedia Foundation systems that remains available in our systems propedd.stor addition,
the most important tool used in this work has been the tailored application ddsigd developed to
accomplish the fundamental tasks of parsing and filtering the data sotitésgool is libre software
and it is offered under the suitable licenses to the research community. Weiyjisveryone interested
in reproducing our empirical developments can get all the data elementdl as wWee adequate tools
to do so.

On the other hand, we consider that there are important benefits defitredstudy of the requests
submitted to Wikipedia by its users. As an example, it will be possible to obtainraathéazation
of the overall traffic directed to the whole Wikipedia project as well as ttiqudar editions. Such
kind of characterization would allow, in addition, to determine the compositionedtr#fic in terms
of the different kinds of requests that make part of it and their coomdipg ratios. Moreover, it is
possible to compare the measurements obtained from several editions ogtliékip order to assess
if there are important differences among the way of conducting exhibitedsbys from different
communities.

Although we could establish communities of users, at an early stage, augda their
users’ native language, this would be only true for some particular lgggudue to their special
characteristics. Nevertheless, the present globalized scenario allats gineat number of visitors
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of a given Wikipedia language edition correspond to countries not hakisganguage as native.
Despite of the fact that we are not yet able to geolocate the origin of usergests, it would be,
undoubtedly, interesting to compare measures obtained from editions ofadi&igorresponding
to more generalized languages such as English or Spanish with the oned telanore restrictive
communities of users such as the Polish or the Japanese ones.

URLs acting as users’ requests are exceptionally rich in information elepsentley allow to
study important aspects of the use of Wikipedia such as the kind of contahttifact more attention
or the most searched topics. These metrics permit to perform comparniatesirto the most popular
subjects in the different editions of Wikipedia. Moreover, the distributiothef number of visits
over the different types of articles deserves, in our opinion, an dpatgsest because it may help
to establish relationships between the different kinds of contents and thenaofaraffic that they
attract. Considering interactions consisting in requests for actions, trajrsécan serve to model
the way in which users are contributing to Wikipedia and some other aspédttsiobehavior when
they make use of the services offered by the Encyclopedia. Besideththistudy of the submitted
actions can lead to correlations between the number of visits to certain artideébenumber of
requests involving other types of actions submitted over them. These tiomelaan even be used
as an indicator of the degree of participation and contribution exhibited bgamenunity of users
corresponding to a given edition of Wikipedia.

The influence of contents positively considered by the community, sucle &satured articles, on
the number of visits, and thus on the generated traffic, is also addrédsedVikipedia community
distinguishes the best articles giving them the special mention of featdirddsarThis work measures
the impact of the consideration of an article as featured in its subsequabenof visits and editions
and, furthermore, this kind of influence is analyzed for different editmiVikipedia.

As far as we know, this thesis constitutes the most exhaustive examinatiamnpedf on data
reflecting the interaction and the information exchanges between the Wikjgatfiarm and its users.
The thoroughness of this analysis can be regarded in terms of the geysaod (a whole year), the
Wikipedia editions that have been considered, which are the largest intaffib and number of
articles, and, also, the set of information elements taken as object of study.

1.3 Research objectives

The main goal of this thesis is the finding of temporal and behavioral pattelatged to the use of
Wikipedia. As a result, this work aims to describe different aspects relatbe tway in which users
are interacting with Wikipedia and making use of it. As the analysis of the traffi¢ikipedia is the
basis or our study, obtaining a complete characterization of it is one of ostrimportant concerns.
In this case we are specially interested in determining the different typetahathat users submit as
well as their corresponding frequencies. The temporal distributionsesgtrequests, even regarding
different units of time measurement, and their differences when congiydaieral language editions
constitute another important subject of interest for this work.

In the following, we will describe in detail the main objectives leading this waoidk the research
guestions in which they have materialized.

First, we will analyze the traffic to Wikipedia from a macroscopic perspedtivthe aim of
classifying and quantifying, i.e. characterizing, the requests that makefpa Our main objective
related to traffic is twofold: First, we want to validate the results obtained &noamalysis whose main
feed solely consists in requests sampled from the log information registgrét lcorresponding
servers. On the other hand, we are aimed to study the composition of thedraffthe way in which
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it evolves. There are, of course, several aspects that may havergareace in the traffic directed to
a specific edition of Wikipedia. These factors range from the degreer@tmtion of the Internet in a
given society to the number of speakers of a certain language. In seywa assess the influence of
editions’ size in the traffic they attract because of the immediate availability of thénfarmations.
The following questions present our main aims concerning this topic:

1. Can we trust the results obtained from the analysis of requests sapled from the
Wikimedia Foundation Squid servers? As the analysis performed as a part of this thesis
constitutes a considerably innovative approach to the study of Wikipetharaugh validation
of its comparable results is absolutely required to ensure the reliability of #ieofehem.
The verification we realize entails the validation of both the sample of data tmafieed
consists of and the process consisting in the parsing and filtering of theleshmgguests
that our application performs. Validation is possible because of the availabflityusted
information sources emanating from the Wikimedia Foundation itself as welloas d&ther
previous analyses. In this way, to properly solve this question we will coenpame of our
results with reliable information always taking into account the sampling fasted to build
our sample.

2. Can we obtain a characterization of the types of requests compig the traffic to the
different editions of Wikipedia? To deal with this question, we will analyze the traffic directed
to each considered edition of Wikipedia using regular expressions. Im#yiswe will be in
position of obtaining a characterization of the overall traffic and we will e o determine
the number of requests consisting in visits to articles or in edits on them. Mareowevill
also quantify the number of requests asking for any kind of action ara,falsparticular ones
such as search operations. Finally, requests specifying css skinsremdind of visualization
choices will be also computed.

3. Is there a proportional relationship between the size of the Wikipeéa editions and the
amount of traffic they attract? To answer this question we will compare the size, in number of
articles, of the largest editions of Wikipedia with the amount of traffic theyctttFaurthermore,
we will compare the evolution of the measures, size and traffic, during tbéewlar 2009.

Next, we are going to basis our examination in the traffic filtered by our apiplicaRequests
composing this traffic are referred to specific information elements (fundi@the certain
namespaces) and actions in whose quantification and temporal distributiarevigerested.
Our analysis, here, focuses on temporal and behavioral aspedtsokitam the traffic that can
be helpful in the description of the interaction between Wikipedia and its .usbesproposed
guestions are:

4. Can we identify patterns temporarily repeated which involve specifidypes of requests to
Wikipedia? In order to provide a suitable answer to this question, we analyze thestsque
submitted to Wikipedia during different time units. This allows to obtain differenspectives
corresponding to particular periods of examination. To achieve evenanotgacy, we analyze
each type of requests separately in order to avoid side-effects due tofltlrence of scale
considerations. For the same reason, requests corresponding terdiéfditions of Wikipedia
are considered apart.

5. Are visits to the Wikipedia contents related with edits and the other ype of actions in
any way? To deal with this question | will put in relation the figures about the diffetgpés
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of requests issued in the same periods of time looking for positive corredagimong them.
Relationships between different types of requests may suggests speyicof conducting
from users when they interact with the Encyclopedia. Moreover, this &irndmparisons can
help to map the contributions submitted to the different editions among their tegpesers
and can also lead to establish the degree of participation of specific communities

. Can we assess the degree of participation and collaboration of userfrom different
Wikipedia editions when contributing to their contents? For this question we will compare
the ratios of edits to visits corresponding to each considered edition of Wikipdhe aim
is to assess in which ones of them users tend to be more participative andt dioin
their interactions with the Encyclopedia to merely visit its pages but, in additioy, als®
contribute to their contents. Furthermore, we have analyzed the degresiaf reluctance
when submitting their contributions to Wikipedia. To do so, we have obtaineddte r
of performed edits to requests for editing to determine the Wikipedia editions vgtrest
percentages of abandoned edit operations. Finally, we have analyeethmespaces and
actions more frequently involved in the requests corresponding to thesatliffeditions as some
of them can be related to collaborative and cooperative attitudes.

Finally, we focus on the traffic directed to particular contents. Wikipedigbbskes several
mechanisms to promote and present high-quality contents and we will uneléreagvaluation
of their effectiveness in terms of the amount of traffic attracted. In addiienare interested
in the topics corresponding to the articles that attract the highest numbeistsfand in the

comparison of these topics among the different editions of Wikipedia. MeregdVikipedia

also offers a built-in search engine and we are interested in studying thefkiopics submitted
to these engines by users. The following questions summarize this twoate ggtiatives:

. Does the promotion of articles to the featured status affect toite number of visits that
they receive?

We consider this question from a twofold perspective. To begin with, \ab/ae the impact that
featured articles presented in the main pages of several Wikipedia ediansabty content
attract in terms of number of visits. Furthermore, we also analyze the nurhtisite attracted
by articles involved in promotion process as a reflect of the differentuahyrs exhibited by
particular communities of users when looking for a consensus aboutitb&leoation of articles
as featured. A great amount of visits to featured articles can be intedpasténe incipient
interest of a given community for high quality articles and, probably, a tifeedncyclopedia
not directly related with the search for specific information. In the caseatufed articles
presented in the main pages of some editions, users have to browse 8esiptges before
visiting the featured contents. This means that these visits are not the fesadtrch operations
issued from external web sites providing search engines and thegtazeming either from the
own Wikipedia search system. On the contrary, the origin of these visits ithesponding
main page where users’ attention has been derived to the featuredtcddferourse, it will
be of great interest to determine whether the promotion of articles to theddadtatus has the
same repercussions and effects in different editions of Wikipedia.

. What are the topics to which correspond the articles that receivehe highest numbers of
visits and edits?

This question has a qualitative nature and it is aimed to determine what speuifioflarticles
maintained by each Wikipedia edition attract more attention from its community of.uber
the same way, we will also determine the types of articles that receive madréations in the
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form of edit operations. Both results can serve as good indicators asthmade of Wikipedia
by the different communities of users. To properly solve this question, we Ursed a content
characterization based on the categories presented in a previous \8pd0({]).

9. Do search requests involving particular subjects have an impact owisits to articles related
to same topics ?
This question has, again, a qualitative nature and it is, firstly, aimed to deteaméhcategorize
the subjects most repeatedly searched using the Wikipedia built-in seagite enVe will
apply the same categorization used to determine the most visited and edited.drtiokeler to
determine the influence of search operations in visits to articles, we willlateieoth types of
requests.

1.4 The Wikipedia project

Although Wikipedia is currently a consistent and enough well known initiatiwe consider
appropriate to introduce here some of its aspects and features, specad#iyniore closely related to
the work presented in this thesis. Thus, the main objective of this section isvidl@ithe readers with
an adequate context and to properly present the Wikipedia scenartbefaore, we will go behind
the stage and we will present the underlying supporting systems that arenierleg Wikipedia and
the rest of the other Wikimedia Foundation projects.

In this way, after a brief general presentation, following sections willifoan describing the main
terms of the interaction between Wikipedia and its users as well as on the sofiwa hardware
infrastructure deployed by the Wikimedia Foundation to support all of itfepr@and, of course,
Wikipedia. Therefore, the presentation of the way in which Wikipedia argarthe information and
the possibilities of interaction it offers will permit to obtain a better comprehansidghe different
types of requests that users may issue asking for particular contewntsaartain actions or services.
To provide a more detailed idea of these interaction elements, we will presantabsociated to
the corresponding items of the web interface. In this way, the importantetiifes between several
concepts will be conveniently highlighted.

On the other hand, having a precise picture of the different kind of mgstaaking part of the
Wikipedia supporting architecture will serve to figure out how the diffecemtents are stored and
delivered to users. In addition, it will be possible to identify the systemdalpearranged to improve
or ameliorate the overall functionality in any way. Finally, and in what oueaesh is concerned, this
part acts as a valuable preamble to the kind of data that will be part of aarmiation source and
main feed.

1.4.1 Introducing Wikipedia

The Wikipedia phenomenon is built upon théiki paradigm, firstly developed in 1994 by Ward
Cunningham in hisVikiwikiweb® site. The main principles of this new approach can be summarized
in a few points:

« Every user who is able to visit Wiki site is able to contribute to it just using his, or her, web
browser.

Shttp://en.wikipedia.org/wiki/Wiki (Retrieved on 22 July 2010)



Introduction

« Articles having related contents can be associated using inter-articlalslidcs that can be
considered as equivalent to the HTML hyperlinks commonly found insidepages.

« A Wiki site aims to involve visitors in its creation process so they can contribute antdameita
in the production of knowledge.

At the moment of writing this thesis (May, 2011), the figures about Wikipediaeally impressive
and stunning. In fact, it has more than 270 editions corresponding eadtiifferent language which
group, in total, more than 15 million articles. Finally, Wikipedia has attracted thetiattesf more
than 15 million users who have completed the registration process in, at leastf ibs editions.

This situation results particularly relevant due to the fact that all the Wikipedigents are
contributed in a completely voluntary manner by its community of users. Thesg ai® individuals,
even not registered in the platform, which do not necessarily belong tacademic or scholar sphere
and who are not usually qualified experts in the area they are contribdiing.fact, which can be
regarded as the most characteristic feature of Wikipedia, is, at the samétsimest controversial
topic and it is often wielded by its detractors as the most important and serawback because it
can compromise the quality and reliability of Wikipedia contents.

According to the own Wikipedia histor§, it had a former predecessor known as Mepedia
project’ which consisted in a web encyclopedia holding free licensed articles frepused group of
experts. At this early stage, Wikipedia was intended as an incubator of iddee developed by the
Nupedia experts in the corresponding articles. Surprisingly, the grasfigkipedia rapidly caught
up the pace of the Nupedia and, actually, overtook it.

The first edition of Wikipedia, corresponding to its English version, cameddight in January,
2001. Its diversification on several language editions rapidly contdiotés growing boom. In fact,
and according to the information offered by the own Wikipedia p&gasw Wikipedia articles have
been growing at an exponential rate until 2006.

1.4.2 The model of interaction of Wikipedia

As this thesis is devoted to collect and analyze information related to the usekifedia, this
section briefly describes the main features of its articles and presentsférertithoices and options
available for users when they are visiting the web pages of the Encydoped

A Wikipedia article is an encyclopedic entry properly entitled that providesrinétion about a
particular topic, person, place, date, event, etc. Articles can consisvefal sections and can contain
images, sounds, videos, and, in addition, they can link to both internal aricteexternal web pages.
Wikipedia editors are encouraged to provide abundant referendesoéid bibliography in order that
readers can contrast the information or widen it in any aspect. Articldsudtaipon the basis of the
wiki textor wiki markupwhich consists on a markup language to write and format wiki pages. The
wiki markup is a lightweight language with a very simple syntax that allows toym®diocuments
with reduced sizes that make them specially suitable to be massively storeddhase servers or
other storage solutions. By contrast, wiki-text-based documents ususéiyttde rendered out by a
mediawiki software to generate the corresponding full-featured HTMledo be displayed in web
browsers.

Shttp://en.wikipedia.org/wiki/History\_of\_Wikipedia (Retrieved on 13 September 2010)
"http://en.wikipedia.org/wiki/Nupedia (Retrieved on 13 September 2010)
8http://en.wikipedia.org/wiki/Wikipedia:Modelling_Wi kipedia’s_growth (Retrieved on 22

July 2010)
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Figure 1.1:Squidarticle in the English edition of Wikipedia.

The MediaWiki software, responsible of the contents management andangeclof HTML
rendering, presents the Wikipedia articles as web pages consisting ofdlivdefined frames. As
shown in Figure 1.1, the encyclopedic contents of the article, including imagebihails, formulae,
etc., are placed in the main centered frame, whereas the different opéingeages and toolboxes
can be found on a side bar on the left. Above the content frame there arala on the left side
corresponding to the most important namespaces of the articlevidieand theDiscussionones.
There are also other tabs, on the right side, for the most common actiondfaopen an article,
its edit and the viewing of itshistory log. Next to these tags there is the search input box and its
corresponding button. Finally, on the top-right corner of the page terdinks for logging-in and

creating new accounts.

Most of Wikipedia articles are in th®lain namespace which is the default namespace in which
they are created. Visits to these Wikipedia articles are usually for readimanonly referred as
visits or pageviews) and do not specify any special action to be pertbrid¢ course, there are
very different ways for users to get to the articles which range fraancées in common specialized
engines to URLSs directly typed in the address bar which every browdedmcin any case, all these
URLs present the same pattern: the Wikipedia sub-domain according tdeheddanguage edition
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(such asttp://en.wikipedia.ordor the English version of Wikipedia) followed by the clawsiki and
the name of the article. As an example, the page shown in the Figure 1.1 @dtar\l5 September
2010) would correspond to the following URL.:

http://en.wikipedia.org/wiki/Squid

Thediscussion pager talk pageof an article contains users’ comments and suggestions devoted
to improve the quality of that particular article. This page is reached throwgbadiresponding tab
previously mentioned and can be edited in an independent way that itgeaedoarticle. All the
discussion pages corresponding to the Wikipedia articles are groupled tine Talk namespace and
their URLs add the prefiXalk followed by a colon in front of the name of the article. So, the talk
page corresponding to the previous Squid article would be pointed by this UR

http:/en.wikipedia.org/wiki/Talk:Squid

In general, namespaces are a method of organizing and categorizingsaaticording to their
nature or to the topics they address. Wikipedia maintains several name$pattds purpose whose
names are added as prefixes in front of the names of the articles in the sgras th€falknamespace
explained before. Articles as they are commonly requested are said to leMaithnamespace and
have no prefix. Most of the information related to the topic developed in conenoyclopedic
articles is distributed between theain and thetalk namespaces. In addition, other namespaces
are used to establish classifications among already available articles, tdepmoiormation about
static contents such files or images or, even, to provide the registeredwien personal page for
notifications or messaging. TH&pecialnamespacé deserves a special attention by itself because
it corresponds to those pages that do not have any associated wikluiexo the fact that they are
generated in response to a specific user query which involves a parsetlaf arguments. There are
several special pages including those to select an article at randontato thie articles referencing a
given one, and much more. All of them add the pr&pecial(followed by a colon) as a part of their
corresponding URLs and the name of the requested action. As an ex#megfigowing URL would
show all the articles referencing the one absguids

http://en.wikipedia.org/wiki/Special:WhatLinksHere/ Squid

Given this considerably high number of namespaces, our study will focygst a few, but the
most important ones, of them:

« TheMain namespace as it contains most of the contents of the articles.

» TheTalk namespace because it holds contributions aiming to improve the quality of tHe.artic
» TheUsernamespace which corresponds to all the pages allocated for the ratjisters, and

« TheSpecialnamespace because search operations correspond to it.

Chapter 3 will present in detail the different issues related to the priogesithe URLs belonging
to each of the considered namespace.

Talking about actions, users can ask for edit a given article using thiespmnding tag. This
makes the system to obtain the corresponding wiki text and send it to the lnsevse inside a basic
editor. The URL submitted to the server, in the case we continue to considsantiesarticle as before,
would be:

Shttp://en.wikipedia.org/wiki/Help:Special_page
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http://en.wikipedia.org/w/index.php?titte=Squid&act ion=edit

Once the proper corrections or contributions have been done, wezreview their changes.
In fact, they are encouraged to do so by using the corresponding bdittmre is also a button for
checking the main changes introduced and, of course, another osaviag them to the database.
There is a very important issue here, all these three buttons generate ditRilar to the following
one:

http://en.wikipedia.org/w/index.php?title=Squid&act ion=submit

In these requests, the user’s choice (preview, changes or savenisunicated to the server
through the corresponding argument that is sent using the HTTP POSbanetlis prevent the
submitted URL from including any field specifying the particular action. Astifigng URLSs that
cause articles’ contents to be saved into the database is crucial accordingaims because these
URLSs trace users’ contributions, the Squid log lines we are receivingde@specific field to indicate
when the URL entails a save operation.

Moreover, users may want to access the historical log that reflects alhmges made over an
article and presents them chronologically ordered. There is a tag, d@sysly mentioned, for this
purpose and its use generates URLSs like the following one:

http://en.wikipedia.org/w/index.php?titte=Pope_Bene dict_
XVI&action=history

Search operations have to be carefully considered because their hi#Rsy to theSpecial
namespace. As a result, they make servers to dynamically compose welcpaggning the results
provided by the search engine after being queried about a particuler Téy following URL would
produce a list with the titles of the articles containing information about the ugékiedia:

http://en.wikipedia.org/w/index.php?title=Special\
%3ASearch&search=Wipedia+use

In order to adequately process these URLSs, both the namespace anguiimeiat specifying the
topic search have to be considered. Different strategies to parsebtaid for these requests of the
rest previously described will be largely addressed in Chapter 3.

1.4.3 The Wikimedia Foundation hardware and software servearchitecture.

Nowadays, all the wiki-based projects supported by the Wikimedia Foumdatgorunning from a set
of servers distributed through several facilities based in AmsterdamNeétieerlands) and in Tampa
(USA). The structural organization of all these servers has beduirydo meet the requirements
in scalability arising from the continuous increase in traffic and conteritibations. The last found
picture of the overall Wikimedia Foundation architecture correspondstibZ}®9 and it is presented
in Figure 1.2. Every server in this architecture has a well-defined rolp@vities a particular service
to the rest of the systems.

Technical documentation about configuration internals of the Wikimediadzdiam servers®
refers to the use of LAMP (Linux, Apache, MySql, Php) environmenti@adasic software platforms
for all the systems. Different services and functionalities are provigleghbcific software as the ones
listed below.

Ohttp://www.nedworks.org/\ ~ mark/presentations/san/Wikimedia\%Z20architecture.pd f
(Retrieved on 9 September 2010)
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e Linux
Fedora and Ubuntu are the Lintidistributions used as operating systems in all the Wikimedia
servers with the exception of the image storage systems that run Solaris.

* PowerDNS
Provides the DNS resolutiol to distribute the received requests between the Amsterdam and
Tampa facilities according to the geographical location of users.

e LVS
Linux Virtual Servers'® are used to balance the workload of both web and cache servers. Load
balancing is performed in front of both the Squid servers and the webrserLVS efficiency
is achieved as a result of running at kernel level and establishing recton count based
distribution which also allows a rapid malfunction detection.

e Squid
Squid systems* are used to provide reverse proxy caching in order to speed up thenton
distribution by sending the requested contents directly from the cachedrakerred, thus,
avoiding both database and web server operation.

* lighttpd
Lighttpd web server®® are used to serve static files, such as images, as their optimized memory
and CPU requirements make them suitable for being used in intensive wabditaations and
in serving operations which do not involve content dynamically generated.

* Apache
Apache HTTP server$ receive the requests submitted by users, elaborate the appropriate web
pages and send them back in response. Web page production usualiesithe rendering of
the wiki text into the HTML code corresponding to a given article.

+ PHP5
Used as the server-side CGlI scripting language to proditiee content of the web pages
dynamically generated.

* MediaWiki
Core application softwar&® implementing all the functionalities of a wiki site. It is written
in PHP and allows a high degree of customization through its great numbettesfs@éns.
PHP execution is accelerated by means of a bytecode cache provided By @ package
19 Although PHP offers several and powerful functionalities, some eatdibraries have
been incorporated to manage more types of contents so that wiki articlessdhin richer
documents. In this way, software support has been added to enhandeniiling or to render
Tex scientific formulae, as an example. Figure 1.3 shows the relationshigdretive core

Yhttp://linux.org

http://www.powerdns.com/content/home-powerdns.aspx
Bhttp://www.linuxvirtualserver.org/

4http://ww.squid-cache.org/

Bhttp:/mww.lighttpd.net/

Bhttp://www.apache.org/

Yhttp://www.php.net/

Bhttp://ww.mediawiki.org/

Bhttp://pecl.php.net/package/APC (Retrieved on 13 September 2010)
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Figure 1.3: MediaWiki core applications and external software compstiBetrieved from [Mit07]).

MediaWiki application and the rest of external software elements used t@wapine quality
of the presentation capabilities of the wiki documents.

* Lucene, Mono
Tools used® 2! for search and indexation. Wikimedia Foundation servers do not runuhe S
Microsystems Java Virtual Machine because of license issues so a gegtd_gerver running
on top of a Mono .NET compliant framework is used. The search daemohdaa® be split
for each language edition and the indexes replicated in order the systédrscale properly.

* Memcached
A distributed caching systerff commonly used to improve the performance of web servers
by storing in RAM memory objects recently requested and, hence, avoidiagsidue to I/O
operations. In web sites scaled as much as the Wikipedia one, cachinggpb&cigme critical.
For this reason, the Wikimedia Foundation has arranged several casystegns to improve
the performance of its serving systems. In fact, caching is performedata levels including
preprocessed HTML code to accelerate the treatment of contents fsrhagng established
the same settings as well as revision text that is not stored in the core dstapgdonger but
in slower distributed storage. The outputs of some processes such awththat request the
recent changes, the image metadata or the information of the session arachisd.

* Media storage

Media delivery is commonly performed by the Content Distribution Networkitsustorage
has to be realized in the core systems. Thumb generation is an importantmerdier task.
In fact, requests for thumbnails are sent to different servers bed¢hasvhole thumbnail set
is scattered through several systems. As previously stated, thumbnailgsdyecause of the
statical nature of the images, is performed by lighttpd servers. Howewenbiinail generation
is done by dedicated servers requested by the application core. Hmesesdave to access the
sources images, so they ask for them to the file servers through NFS.

» Database
The MediaWiki Foundation relies on MySQE database servers to be responsible for the main

2http://lucene.apache.org/
Zlhttp://www.mono-project.com/Main_Page
Zhttp://memcached.org/ (Retrieved on 13 September 2010)
Bhttp://www.mysql.com/
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storage facilities. Database servers are split into masters and slavestriteg €an perform
writing operations whereas the latter are in charge of only read operatfamthermore, the
contents belonging to each language edition of Wikipedia are assigned tticalpa group of
database servers. In this way, each Wikipedia edition is supported bjispatabase systems
that can be shared among other editions. Thus, replication is only maintdisedsar group
level. Queries to the database are balanced across the corresporalipgof servers which
is determined on-the-fly using the prefix corresponding to the chosenreditios results in a
more efficient and flexible database usage. Queries are sent to thas#athiough an specific
API1 which allows to build more structured queries than using common SQL |geg&pecial
functions are used to issue multiple-operation queries that retrieve ot $eseral data. High
level wrappers are used to write index-based offsets. Databasgsase RAID configuration
and are practically crash-proof due to the their failing management polityoethe robustness
of the MySQL innoDB engine. MySQL uses different memory allocation garshing and
querying operations (MylSAM for searches and InnoDB for quérieghis determines an
specialized system set to perform search operations as shown in Bigurébsolutely all
the queries have to use an index and, also, every result has to besimded: Having such
a number of database servers allow to split data into several systems.antie done under
different polices or criteria such as data segments, tasks or, even, tia@.c@mpression has
been also considered as a way of improving storage efficiency although beconly applied
to text because media formats already include some kind of compression.

It is important to remark that the aforementioned Wikimedia philosophy promoa¢sith only
the access and the contributions to the encyclopedic contents adherepetiness policy but also all
of the internal documentation so that even purchase orders can hdtedns the Wikimedia web site
24 Moreover, the overall software architecture used to maintain the wildeba®jects, and including
applications as the described above, is based on tools that are reladsettee licenses. In this way,
the core application software, thediawikiengine, is completely available for the community to use
and to improve i#°.

As previously mentioned, the systems supporting Wikipedia have to manage witkatids of
million requests sent by its users and, of course, have to keep all itsoragendium of knowledge
under some kind of organizational schema. Every offered informatisrtdhbe made available for
users in an effective and efficient way. Therefore, every isdatekto the process of content serving
has been always carefully addressed. The fundamental softwstesrsyinvolved in the availability
of Wikipedia contents constitute its Content Delivery Network (CDN) whichude web caching,
HTTP and database servers.

The fact that most of the Wikipedia pages requested by not-logged eaelse served avoiding
both database and HTTP server operation by means of web caching sglered one of the
fundamental improvements for a better performance and scalability. In tlyisandquid front-end
system implementing HTTP reverse proxy caching was deployed to directlpgaaall the traffic
generated by users who have not logged into Wikipedia but are browtsiitne basic idea is that
the contents requested by this kind of users can be served from campies of the web documents
previously generated as a result of the operation of both the databaddtprservers. The Squids
also receive and deliver the requests sent by logged in users buffthis Elannot be cached because
it includes personal per-user customizations. In any case and g&ealibolutely every request sent

Zhttp://meta.wikimedia.org/wiki/Wikimedia\_servers/h ardware\_orders (Retrieved on 13

September 2010)
Bhttp://www.mediawiki.org/wiki/Download
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Figure 1.4: Implementation of CARP by two layers of Squid servers (Rettiefrem
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September 2010)

to Wikipedia pass through the Squid layer, its importance for this study is almbsalc Chapter 3
will describe in detail the role of the Squid systems as well as the informatiorrégéster.

The Wikimedia Foundation CDN includes two clusters of squid servers, kéat€éampa and
Amsterdam, that receive users requests from the DNS server thatéalsam according to their
geographical origin. These Squid servers are running at a hit-raspmoximately 85%-90%
multiplying the capacity of the Apache servers behind them so their averagddoad become
considerably decreased. This becomes of special interest whea isafirected towards particular
pages via hyperlinks from other sites, as the caching efficiency foe {heges will be nearly 100%.

Since text-serving presents a different access/communication pattermtdia-serving (such
as video or images), each Squid cluster has been split into task-orieotgosdiMit07]. However,
the major improvement in the Wikipedia CDN has been the introduction of a multi-tidd Sgrver
schema instead of the previous one using a single tier of servers with peiglthe coordination
through ICP and HTCP protocols. The new deployment sets a first [ageuid systems to distribute
users’ requests over a second layer of Squids basing on theirponadiag URLS and using the CARP
(Cache Array Routing Protocol) algorithm. The systems of the seconddagéne ones that properly
stores the cached web pages. The CARP protocol allows to perforshablaged distribution that
results in a more reduced set of cached copies of objects and in a morengéfinanagement of node
failures by the redistribution of requests across other active systemgeHigt illustrates the way in
which the two combined Squid layers implement the CARP algorithm to serve thlwgged users’
requests from the previously cached web pages.

All the information about HTTP transactions is recorded by the Squid semv® log files where
each line corresponds to a served client’s request. Each Squid ssgeats the client’s IP address (or
hostname), the requested URI, the response size, and some othemtrgifranation according to a
common logging format. In this way, log lines from Wikimedia Squid servers wilktitute our main
information source because they contain the requests submitted, amongisiHegised project, to
the different editions of Wikipedia.
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The normal operation rate of a Wikipedia Squid server is over 1,000 HEgRests per second
(although it is possible to reach peaks of 2,500 HTTP requests/sedoogl)ines are buffered and
sent to an aggregator host from where a program send them to ditielacChapter 3 will explain
in detail all the aspects related to the Squid operation, its logging format apatiéollowed by the
log lines until they reach our systems.

1.5 Organization of this thesis

This section is aimed to introduce the rest of the chapters that this thesistsafsidhe overall

composition obeys to a typical schema consisting on the presentation of tlemtcstate-of-the-
art related to the main topics addressed by this thesis previous to the devetagnoeir research
work. The methodology used to conduct this research, the main resulisexbéand, finally, the most
important conclusions and further work will be presented in this ordeugiradhe corresponding
sections.

In this way, chapter 2 consists in a detailed revision of the most importamtse#fod initiatives
previously devoted to study the way in which users from different baxkyls are making use
of wikis and, particularly, of Wikipedia. Most of these works have caesisn surveys activities
performed on scholar or professional communities but also in the devetprhead-hoc tools to
perform statistical analysis over data related to this subject.

After this revision, chapter 3 undertakes the description of the methodéiddigwed to develop
the work presented in this thesis. Basically, this methodology consists in anieahptudy based
on the analysis of the log lines registered by the Wikimedia Foundation Squieinsyshat refer
to the URLs submitted by users. The analysis has involved both the pardinfiltaring of the
information elements that are part of the aforementioned URLs accordingétb @ well defined
directives. Furthermore, an statistical examination have been performttk @ata resulting from
this analysis which have been stored, for this purpose, in a relationaladata

Chapter 4 presents the main results obtained from the application of the mletnogdceviously
described over the data feed provided by the Wikimedia Foundation. Bha#gare presented in
relation to the research questions stated in chapter 2. Finally, our most imipooteclusions and
further work are also introduced. This part specially focus on owrtsfrelated to the geolocation of
users’ requests in order to find out the place from where the requasfiven edition of Wikipedia or
to a certain content are coming.

A website has been setlaitp://gsyc.es/~ajreinoso/phdthesis to serve as on-line
support for this thesis. In this way, it provides the necessary hostimagditional elements such as
tables and images that have been separated of this document to avoid $sextangth. Moreover,
we are offering from here the full code of the application developedtimpe the analysis presented
in this thesis and some examples of log files used as information feeding.
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Chapter 2

State of the art

“Tous pour un, un pour tous, c’est notre deviskés trois mousquetaireélexandre
Dumas, (1844).

“I still haven’t found what I'm looking for”. The Joshua TreePaul David Hewson
(aka Bono) U2, (1987).

This chapter introduces the most important research activities related teehef Wikipedia.
Therefore, a detailed and complete description of the state-of-the-arisitothic is provided. As
the work developed here mainly consists in the study of the way in which elffesommunities
of users interact and behave when they make use of collaborativerpiatfeuch as Wikipedia,
previous initiatives in this area are also examined throughout this chapt#eoler, given the case
that the methodology conducted in this thesis includes the analysis of traffiecriafion from log
lines containing users’ requests, former research activities havinguthe Isasis are also presented.

As previously mentioned, most of the previous research concerning ®dikips devoted to
address topics related to the quality of its contents, authors’ reputationbiliglisand growth
tendencies. This chapter also presents a summary of all this researdeinmset the convenient
scenario so that the work performed as a part of this thesis can be em@tsas complementary and
valuable.

The characterization of the Wikipedia traffic can lead to statistical modelsdimgva quantitative
and qualitative description of the way in which Wikipedia users are interagfithghe Encyclopedia.
Previous descriptive initiatives have yet explored this way and offdisstal information about
different parameters related to the size and growth of Wikipedia as web@s s general use.
However, although having a great interest for research purpthés$nformation usually consists in
a collection of quantitative data and does not provide any kind of correlagdween the different
measurements presented. The provided data are not always updated apecification of temporal
ranges or concrete actions for particular analysis is not considereckadver, important information
elements such as namespaces or topics repeatedly searched aredéidreathis way, and, as far
as we know, such a thorough analysis as presented here has nemeurukertaken over the traffic
composed by the requests submitted to Wikipedia by its users.

19



20

State of the art

2.1 Introduction

This thesis is fundamentally an empirical study about the characterizationeofigh given to
Wikipedia and, thus, examines different metrics and measures consigerggnificant regarding
the goal of finding both behavioral and temporal patterns. It is cleattlteagtatistics related to the
number of visits and to the use of a web site as popular as the Wikipedia om¢chia@come a topic
of interest for the community of users of the Internet even from seperspectives. In this way, the
Wikipedia is considered as a matter of study, for example, in the area ofrsyyagministration and,
also, from a sociological point of view because of its dimension of massgohenon. Regarding
Wikipedia as a tool for gathering and sharing knowledge, several indg&mtinave been devoted to
measure and analyze different aspects considered as descrigtieavady in which users are visiting
the different editions of Wikipedia, asking information from them or contiiiguin any way to their
contents. Although some of these initiatives have not been undertakemfracademic approach, as
mentioned in chapter 1, they constitute a really valuable source of informéatios, sometimes, are
based on data directly emanated from the own Wikipedia systems. In these ttesaforementioned
sources have been used mainly to assess the validity of our results. dasey will present all these
previous initiatives here because they deserve to be included as @ {iarpoevious effort to provide
a characterization of the use of Wikipedia.

In the aim of providing an adequate context for the work described in te&@shwe, first, present
some previous research devoted to the study of the Wikipedia underlakilasqphy, which is
examined in terms of its relationship to mass collaboration phenomenons. Magrsome of its
foundational principles are also addressed as well as the way of ciimglef the communities of
users emanated from it. After this, we examine previous efforts also lmsedkis and Wikipedia
but that focus on different subjects than the ones addressed in this thess is intended to provide
a wider scope of the topics concerning Wikipedia that are consideredenést by researchers. As
this thesis relies on the analysis of users’ requests, we present soméndthtves that have also
considered this feed as their main source of information. Finally, and tovgetoboser to the subjects
developed in this thesis, we include several analysis providing informatiout $he use of Wikipedia
from two well-differentiated perspectives:

» Academic studies about the use of wikis and Wikipedia, many of them comgistischolar
and academic surveys trying to find out the kind of use that particulampgrofi students,
communities or people in general give to Wikipedia. This also includes wadrke@ to
categorize the Wikipedia topics to which the activity of particular groups efais directed.

» Non-academic initiatives devoted to offer information, generally quantiaibout certain
parameters related to the use of Wikipedia such us the number of visits, editsoms and
so forth.

2.2 Communities and generation of knowledge

The main features of the so-call®diki approach described in chapter 1 situate it in the sphere of
the paradigms devoted to provide tools for gathering and producing kdge/las a result of the
collaboration of communities of individuals. In this way, mass collaboratitieaing tools based on
web systems have been previously addressed in studies such as [NK&niB[DB92]. The former
study addresses the basic features that should be provided by sucbfiptatforms in order to
promote collaborative efforts and to facilitate interactions with users as waln®ng the individuals
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who are contributing in any way. On the other hand, [DB92] introducesh#mefits of the use
of a shared feedback allowing to present the chronological list ofgdgsmperformed over a given
document.

The collaborative philosophy, prior to the building of knowledge, wasiagn the environment
of the software production resulting in the so-called FLOE&d Libre Open Source Software
projects. The ideas expressed in manifests emanated from initiatives suble Eree Software
Foundationor theOpen Source Initiativattracted a great number of volunteers. As a result, many
communities arose around the development of software applications. fgarthe fact that these
communities are basically made up of volunteers, they were also special inathemaspects. For
example, and unlike traditional working teams, they did not need their membbesriext to each
other geographically or performing activities during the same periods of tirthis way, they could
be considered as a kind of virtual communities and, of course, they haxy @awportant supporting
tool for this purpose: the Internet. Another important fact contributingifferéntiate these groups
was their organizational structure. In opposition to the strongly hieraktbiganizations usually
adopted by companies and institutions, these communities formed more flexibfesgneolving all
their members in the process of making decisions and establishing altermauinedf leadership as
the meritocracy or the benevolent dictatorship.

Crowston and Howison present in [CHO3] the social structure of opmmce software
development teams. The authors introduce the onion-like model as thetehnstec schema defining
the development process in FLOSS projects. This model consists in def@lrstructure whose
core is constituted by the active developers that write the code. The yextdeoups together to
all the collaborators that provide patches and perform minor changeg teoftware that have to
be reviewed by the core developers. Active users providing wishdisttionalities and informing
about errors constitute the third layer. Finally, common users whose role isdimaitthe merely
use of the application would make part of the most external layer. More@mwston and
Howison’s study examines the network centrality in the bug-fixing procedsiatermines the non-
existence of uniformity in the centralization of decentralization of communicatiuctsre of the
considered projects. The same authors extend their analysis in [CHO3 dlifterent degrees of
hierarchical organizations exhibited by the FLOSS projects obtaining the san-uniformity and
stating that larger projects tend to be more decentralized and usually deesetpa solid hierarchical
organization.

For his own part, Raymond analyzes the organization of communities aroftaéee projects in
his work entitledThe Cathedral and the BazaaffRay01], where traditional, pyramidal, hierarchical
and well-structured working groups would correspond to the way oflecting of the cathedral
builders whereas flexible, non-centralized, independent and heterogs groups would define the
activity of a bazaar. Moreover, studies such as [BSKKO01] describavty in which the different
members of the community contribute to its overall development and to its main tangeibjactives.
According to this work, community leaders usually deal with the organizatiseaks of the whole
group whereas the rest of members contribute usually motivated by theprafgrences.

Rheingold in [Rhe00] defines a virtual community as a social aggregationgargerom the
Internet when enough people carry on public and considerably loogsti®ns. In this analysis, he
addresses the social implications of relationships established and maintameghtkhe Network. If
Raymond’s‘The Cathedral and the Bazaartleserves a relevant place because of its contribution to
the disclosure of the benefits of the software development in communitywigato’'s “The wisdom of
the crowds”[Sur04] postulates how collaborative efforts can be joined in verymdiffeenvironments
to obtain more accurate results than those derived from individualistioagpes even though they
are coming from renowned experts in the matter. Surowiecki introducesld¢heents acting as the
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conforming criteria that differentiate the collective movements considecedrding to him, as crowd
wisdom. Besides that, the book presents the main advantages of decemtemldze@instructured
systems for decision making as well as their most important drawbacks.

Focusing on management of knowledge, Benkler addresses in hisTloek\Vealth of Networks:
How Social Production Transforms Markets and FreedofBen06] the revolutionary changes
introduced in the production and exchanging of information as a resulteofiplication of the
most recent advances in technology, communications and economy. Inaishig book describes
how a new concept of information economy based on decentralized @mnarked paradigms
have preempted traditional concepts based on monopolistic information iedustiMoreover,
the possibility of making every effort available to whole communities through ortlvased
collaborative mechanisms as well as the proved effectiveness of rediopdnitiatives, such as the
production of high-specialized software, are picturing a new scenartbeiraccess of people to
general culture and information. Benkler considers that the suctessfumunication of knowledge
is developed in three phases. First, contents are created, then theyebeanized and examined,
and, finally, they are spread across appropriate channels. This boakyzes the social implications
of such kind of changes that come reflected in the new ways of humawnibehand interactions and
also in the way in which communities are organizing their operational structure.

Stalder and Hirsh associate the collaborative approach to the'@pemn intelligence”in [SHO2]
that analyzes the applications of the paradigm in three cases of studyimgcMbkipedia. This
article is aimed to overcome the boundaries of the application of collabordtirésan the area of
software development by including several socio-technical appesadBasically, the work focuses
on the openness concept and makes a review of its most relevant psramoléenefits previous to the
presentation of the three cases. Cedergen applies the opennessgblyiliosiCed03] to the creation
of content for public availability with appropriate permission for re-creatioyprovement and re-
distribution. The author examines in this work the possible sources andadegnvironments for
creation of open contents as well as the forces governing the communi&tegire this production.

Quiggin analyzes in [Qui06] the relevance of both blogs and wikis in socmvation and in
the process of creative collaboration. On the same line, Kolbitsch and Herexplore in [KMO05]
the introduction of new technologies to create non-static knowledge managsegstems that, in
addition, are built by their users as a result of a collaborative procddse authors focus on
encyclopedic content as a central point for building communities in conjunefithh several elements
to establish quality assessment, vote rankings and so on. The same andiyrs an [KMO7] the new
mind shift brought by these technologies that encourages individuatedoige their own knowledge
and even a sort of collective intelligence. The author even suggestsstheflondividuality in favor
of a kind of integrated society maintained by these technological improvements.

Of course, there is a also a place for controversy, Chris Wilson in [Wit@Bjsiders that
purportedly collaborative projects present, actually, non-democrati@rdics and, even, non-
democratic governance schemes. In his line of argument, he includes tiéggteom?, a portal
devoted to receive stories from users, who, in addition, are able to ‘tateligg” according to
the portal’s own terminology) their favorite ones. Wilson suggests that thé raoked stories are
determined as a result of the influence of a reduced elite of users anthehsdame can be applied
to Wikipedia, whose contributions would be authored mainly by a little group efsusrhe analysis
presented by Wilson reflected that the 100 most active "diggers™ dmterd in 2007 by the 44% of
all the stories. That meant a significant declining from the 56% correlpgo the previous year, so
the number of contributions due to the least active users had incredses].even though the raising

http://digg.com/news
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of the contributions from non-expert users of these portals couldigdeEred as a tendency, they are
considered as elitist stating that their existence and maintenance are ority alveduced minority.
However, the author agrees to the existence of democracy in the electiba ofost authoritative
users who are, effectively, the most active ones.

Other analyses explain the situation as a change of the predominant dgrooptibutors over
time. In this line, Kitturet al. study in [KPSMO7] the way in which members of particular
communities contribute to them by analysing the number of words added andirifiteen of edits
performed. One of the communities considered as a subject of study wasdlmnsisting of the
users ofdel.icio.us.?, a portal were users can bookmark web pages using their own taggingtea
previously defined categories. The social aspect of this site comedliefact that users can have
access to the result of the tagging process performed by other usénis Wway, users can obtain, for
example, the web pages most tagged for an specific area or concepttu@iieconcluded that most
of the tag operations were performed by expert users just until a celdégn From then on, novice
users started to be the main contributors. Gave that the degree of expediassify the users was
determined by their number of edits, the number of these operations comingifeswith smaller
numbers of them was revealed as rising over time. According to the authesame situation occurs
in Wikipedia as explained later in the following section.

The most currently topical term concerning mass collaboration is, pertegdeb 2.0approach.
The definition and scope of this term has been object of controversy nioduse although it might
suggest some upgrade in the protocols and specifications sustainiéptite\Wide Welservice on
the Internet, the fact is that it does not. Of course, the Web 2.0 carmesafevare technologies but
its main important contributions are related to the new ways in which people canusalof the web
resources. Web sites built under this new approach are able to allosvtos#w a lot more than just
obtaining information. According to [O’R05] and [Hin06], the key is to ddes the network as a
vast computing resource offering different capabilities in the form df services. Users, now, are
encouraged to participate by expressing their opinions, by voting omguskntents, and, of course,
by adding their own information. This new interaction demands a participatiented architecture
which rely on new interfaces systems resulting in blogs, social portalstaores and, for sure, in
wiki sites.

According to the arguments expressed above, the paradigm consisting spfiication of
collaborative and decentralized efforts on several types of projadisparticularly, on the creation
of knowledge offers considerable benefits. Communities made up of indigidjathered around a
particular project, idea or objective may exhibit very different pattefibebavior and, because of this,
their contribution models deserve to be subject of research. Morgbeegprinciple of collaboration
have deeply penetrated on communities of users around the World Widdkis. way, the structure
of web documents has been adapted to the new way of producing weblkitgagtheir users to
submit their opinions and contributions. As a result, users get more and reoheegid in the portal’s
own building process by participating on their contents. This collaboratimit Bas made possible
very important projects and initiatives as the Wikipedia one. As a curiosit@06 the Time magazine
chose the volunteers of collaborative projects and portals agetson of the yedr

2http://www.delicious.com/
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2.3 Thewikisand Wikipedia as research topics

The main properties and features of several wiki-based projects lemre donsidered interesting
enough to develop academic research to provide a better understahtieq particularities and to
examine the most relevant characteristics of the communities supporting esidgehem. More
in detail, previous studies have addressed several issues related doptbgets including their
tendencies in evolution, trustability, growth ratios of contents and userscafuith.

As previously mentioned, the collaborative paradigm for the new industrinformation
demanded effective technologies to implement the supporting platforms. fOthe first studies
presenting the wikis as a valuable tool for knowledge management ang godlaboration was
developed in [Wag04] by Wagner. The study introducedAiild technology and some implications of
its use and applicability in knowledge handling and predicted more than lineattgratios for these
systems. Wagner would continue this trajectory later by studying the use isfavid the applications
of other web-based tools in this area ( [WBO05], [WagO05]).

Later, Ebersbach presented in [EG04] the wikis as a vehicle to fight teevag information
consumption installed on the Internet by offering a tool suitable for rewpivsers’ contributions and
suggestions and capable of allowing the characterization of the involveid meemancipatory. His
book “Wiki: Web Collaboration” [EGHO5] focuses on the same ideas and presents the wikis as the
tool driving the production of the majority of the contents contributed to vigpletforms.

The quality of the Wikipedia’s contents and the finding of methods and measuts to evaluate
the authority of contributions to the Encyclopedia constitute one of the moésfipnesearch
areas. Korfiatis analyzes these subjects in [KRE| and proposes an approach based on the
social networking process arose in the building of articles. Credibility is etaifaom the metric
of centrality of the article’s contributors which allows to establish the centrafitthe article’s
overall construction process. Chesney also addressed the credibiliiiem in [Che06] where he
determines the authority of several articles by conducting an extensiveysimvolving research
personnel. In [DBWSO06], Dondio defines mechanisms to determine trubgnanticles in Wikipedia
by computing their trust levels. In this way, articles could be categorizeardiog to these levels.
Another way to evaluate the quality of the Wikipedia contents has consistethpacing its articles
with other solid and traditional encyclopedias such asBheyclopedia Britannicaln this way, one
of the best publicized studies about the credibility of Wikipedia was devdlbp&iles for theNature
journal [Gil05]. According to this study, Wikipedia articles had the same quality as tijeivalents
in the Encyclopedia Britannicavhere they had been put under revision by experts. There wers erro
found in both encyclopedias but Wikipedia presented by a 37% more thdritaanica. The same
line is followed in [LKSYOQ7] where Luytet al. compare the same two compilations of knowledge
in relation with the specific matter of Biochemistry using a well reputed text beak lsenchmark
reference. Another interesting comparison is performed in [Nie07] evttex author compares the
references to scientific journals made from Wikipedia articles with the statiticisped in the
Journal Citation Reportén order to find that Wikipedia authors are using a well-structured citation
system that points to articles in top-ranked journals. According to the atitiefact can be translated
in an increase of the reliability of Wikipedia as a source of information. Otheties involving
a comparison of Wikipedia with other encyclopedias or reputed corpua@fliedge are presented
in [RHO8]. Olleros [OIlI08] considers as positive the decentralized quabtytrol of Wikipedia
and, because of its success, expects a process of redefinition efality gtandards and some other
parameters of encyclopedias.

Wilkinson and Huberman establish in [WHO7a] and [WHO7b] the strongetation between the
number of edits performed on an article and its observed quality. In fagt,fthmd that highest
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quality articles (referred as “featured”) had a much larger number it add distinct editors than
common articles. An interesting analysis is developed by Halatagdin [HLO8] where authors
state that the coverage in Wikipedia is not as general as in other enagielsfpecause, according to
them, the development of the Wikipedia contents does not follow an strugnettbdology but, on
the contrary, it is driven by the personal interests of the contributdvilissand Gasser introduced in
[SGO08] the concept of an information quality model based on both ertectien and error correction
as a way of improving the quality of information systems. In [Stv08], Stwlial. studied the
information quality dynamics in Wikipedia.

Author reputation is another aspect considered in previous analyaesrig on Wikipedia. Adler
and Alfaro present in [AdAO7] a method for estimating the authors’ reputdtased of the longevity
of their edit operations. As a result, changes and contributions cominyvirell-reputed authors
are more likely to remain in the encyclopedia that the ones coming from autlitbrlow-reputation
ratios. The notion of reputation is used to assign trust to the words intrddacthe successive
revisions of a given article in the work described in [ACU28]. In this way, author’s reputation is
used to qualify the text that he or she introduces in a certain article. Asil, riess shown that text
assigned with high-trust marks is more unlikely to be modified that text havingriost.

The analysis and study of the motivations of people to contribute to Wikipedibden addressed
in studies such as [Kuz06]. The methodology of this study considerstafiese consisting in a
survey conducted in a public university prior to the definition of a set cduipaters underlying the
motivations. Finally the study analyzes how the wiki technologies affect &etharameters. Nov
also studies the motivations of theikipediansin [Nov07]. Again, the principles that motivate
the contributors are studied and even classified in [ONO8]. Other stuximsimng the incentives
for participation in the Wikipedia project are developed by Rafeehl. in [RHAO05b], [RHAO05a]
and [RAHO06] where authors analyze aspects related to the elements mgtivetiwikipedians and
the sense of community perceived by this collective. Hambuegjed. present in [HLMHO] and
interesting analysis about the personal characters and profilesamfigfrpeople used to contributing
to Wikipedia regularly in a similar aim to understand and explain the wikipediangvations. This
topic is also addressed in other studies such as [CVMO09], [SH09] oiS{taL].

The evolution in terms of growth ratios and tendencies has been anothdantabiich the research
community has concentrated a notable effort. Capetdal. deal with this subject in [CSQ06]
where the growth is statistically modeled using the topological properties oféipd gonstituted by
the topics and the links among them. A similar approach is presented in [ZBvili&E Zlaticet
al. considered articles and hyperlinks among them, respectively, as the aondéinks of a complex
network. The study declares to have found several regularities poitatiaginique growth process
involving all the Wikipedia editions. Despite the significant growth of Wikipediat tihhcludes an
important widen of its scope, its coverage in terms of dealt topics does @t teebe deteriorated.
That is the conclusion that Spinellis and Louridas reach in [SL08]. Vessldped a quantitative
analysis of the German Wikipedia in [Vos05] in which it was found that sdvysarameters such as
the number or articles, the active Wikipedians or the total number of links fetloan exponential
growing rate. On the other hand, Buriel al. presented in [BCD06] a temporal analysis based
on the evolution of the so-calletvikiGraph” . This is a graph representing the linking structure of
the Wikipedia where articles are represented by nodes and links amondhtra corresponding
arcs. The main particularity of the graphs lies on the timestamp associated with ellehts of each
node. This allows a temporal characterization in terms of users, revisioharacles. Moreover the
temporal evolution of several topological properties of the “WikiGrapte’ @so presented. Shyong
determines in [TR0O9] that the distribution of visits to articles in Wikipedia followsgariormal curve
having a so-called long tail distribution and, more important, that article births feached a peak
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and may start to decline. Even more, &lal. suggestin [SCCP09] that Wikipedia growth has slowed
and both pages and editors are declining. On the contrary authors adsise in coordination, reject
of new users’ contributions and opposition to new edits.

Particular aspects of Wikipedia have also deserved previous resdfoth. For example, \égas
et al. analyze in [VWMO7] the process leading to the promotion of Wikipedia articlestatitus of
featured and consider that wiki technology, rather than promoting hisanctends to produce well
structured organizations. David Lindsey developed a very interestily §tu [Lin10] in order to
assess the quality of featured articles. His methodology mainly consisted indhesia of a set of
Wikipedia featured articles by a group of experts in the subjects developdide articles. These
experts had to assess the general accuracy exhibited by the articlsal$b had to determine the
conformity of articles with the Wikipedia’'s own featured criteria and to complaeen with other
available sources. Finally, they were encouraged to rate the articles anttgtive scale. The results
of this analysis were based on 22 featured articles and determined aearab$eddisparity in the
quality of them. Approximately a 54% of the articles complied with the Wikipedia promatitberia
but about 1/3 of them failed in their quality assessment. The author attribigesittiation to the lack
of experts in several areas among the Wikipedia contributors and, eoingjdhe featuring process
as unsuccessful, encourages student to be cautious when refiafongation from Wikipedia.
Nevertheless, the author notes that the consulted experts usually haagdddhat the Wikipedia
contents were usually the best publicly available on the Internet. Anotlaturée of Wikipedia
considered of interest is its semantic relatedness which is the subject mfsstuth as [SP06] or
[GMOT7].

Consensus, vandalism and other kind of issues derived from the ltyyjpea character of the
wiki platforms have been addressed in studies such as [KSPCO07], KiBGRnd [VWKVHO7].
The former ones present methods to characterize conflicts in differats las well as coordination
costs. In the latter, the authors present some mechanisms used in Wikipesfiah@onsensus when
disputes about the content of articles arise. Talking about vandalisnolilGifftands in [Cif03]
that the graffiti-type attacks and other non-desirable contributions to Vdid@ae being neutralized
with an effective and cost-reduced technology witch may include spoaathority intervention. The
work also enumerates some of the motivations expounded by the Wikipedidators and provides
indications to sustainable corpus of knowledge virtually managed. Desplieiio§ born to offer
free and open contents, Miller discusses in [Mil05] the authority rights theecontents submitted to
Wikipedia and the possibility of apply several mechanisms for controlling thearerizen also deals
with this topic in [Lor06] where examines a public system to detect and sobl@#gms emanated from
users’ behaviors. Priedhorslet al. developed in 2007 a thorough analysis [PO3%] over millions
of Wikipedia articles to assess vandalism. Surprisingly, they found thatyareduced percentage
of pages had been vandalized (approximately the 0,37%). The autherscategorized the types
of vandalism into seven categories: misinformation, mass deletion, partitibdeleffensive, spam,
nonsense and other. Kostakis analyzes in [Kos10] the problem arizentlie peer governance
model established in Wikipedia. The author analyzes the conflict betweediffex@ntiated policies
for content generation: “inclusionism” and “deletionism”. The former st#tas Wikipedia has to
offer as much information as it can without considering its subject or therhe.|&tter states that,
on the contrary, the presence of information entries not related to tradifioademic contents make
Wikipedia become less serious and reduces its credibility. This issue is alsesadd in [TR09]
where topic notability and deletion reasons are studied.

Wikipedia also serves as a test field to develop automatic systems or functignalifie
an example, Wangt al. examine in [WW2ZYQ7] a collaborative system for annotation and
recommendation in Wikipedia. Another example is provided in [LDO7] whetthas describe
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an XML retrieval system capable of deal when unpredictable structdoedments such as the
Wikipedia’s articles or the system developed to mine information from pagdsasithe Wikipedia
ones and which is presented in [BFGM]. Other example is given in [RCAGOEre a system to
extract entries from Wikipedia and associate them in an ontology or semamgteark is presented.
From all the above, itis proved that wikis and Wikipedia itself have attrackettbhattention from

the research community that has undertaken several initiatives to anadéyzewthphenomenon from
different perspectives. In this way, there is a vast literature addreise new form of knowledge
generation and management that the wiki technology represents atidulpdy, Wikipedia as its
most important and successful representation.

2.4 Analyses of the use of websites and workload characterization
based on logged traffic information

This section aims to provide an examination of the previous studies involving rthlysés of
users’ requests to determine a set of features of a certain system antonexits use through the
characterization of the traffic directed to it. In particular, we will focus anubke of logs generated
by Squid web-caching systems as the main data source because, asrsihapter 3, they contain
URLSs expressing users’ demands and will constitute the main basis fonalysés.

Almeidaet al. propose in [ABCdO96] models for both temporal and spatial locality ofresfee
in the requests directed to four important web servers corresponding telgvant supercomputing
centers: aresearch center and a university. The study is basedfid@d@gntaining information about
the traffic to the web servers and the authors presented how tempoiélylocea be characterized
from the stack distance metric.

Other studies devoted to present a detailed workload characterizatior tfaffic directed to
Internet Web servers were developed by Arlitt and Williamson in  [AW9&] apjAW97]. The
studies analyzed the workload of six web sites, three from academic emards, two from scientific
research institutions, and one from a commercial Internet provider, dy gteir log infomation and
identified up to ten invariants as constant features in all the consideredetatasuccess rate, file
type, mean transfer size, distinct requests, one time referencing, sidbutisn, concentration of
reference, inter-reference times, remote requests, and wide agsusaccording to the authors,
these invariants could be assumed as general truths about the Intednetdd be used to define
possible strategies to design a caching system to improve the Web senfersipace.

Barfordet al. analyze in [BBBC98] how certain workload features evolved over timéiway
the study compared two measure sets obtained from the same computing fagibstat University
and separated in time by three years. The obtained results come from tharsunpf the statistical
distribution of Web client requests and from the study of how the obsaliffstences, mainly in
popularity and temporal locality properties, affect the benefits of webingdn the network.

The analysis of log files containing information about the queries submittedlisystems by
their users has been developed for a long time. In [SMHM99] the quariesitted to the Altavista
Search Engine are analyzed to find some interesting behavioral sestemp exhibited by users
when querying the system. Among several others important facts, thersudétermined that users
rarely modified their queries, did not look beyond the ten first results aed televant search terms
together in phrases.

One of the first studies using the information contained in Squid log files waducted by
Khunkitti et al. in [KI01] where the authors examined the life of cached objects in Squidrsgs The
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obtained life expectation could be used for monitoring web objects in ordéimmate unnecessary
validating traffic to the servers.

Bentet al. studied in [BRVXO04] the properties of a large number of web sites hosted by
common ISP (Internet Service Provider) and undertook a simulation aheytotential benefits in
performance derived from the introduction of content delivery nate/¢€DNs) for these web sites.
The study found a high degree of uncacheable responses and minadatee validations. According
to the authors, the main reason is the indiscriminate use of cookies and trgadiang of the HTTP
1.1 cache control features.

Cherkasova and Gupta analyze in [CG04] enterprise media serveloadskbased on the
access logs from two servers at the Hewlett-Packard Corporation.filesgnvere collected during
approximately two years and allowed to discover client access patternig, seeger access tendencies
and the evolution over time of the requests to the media contents. The main gibed sfudy
was the characterization of the dynamics involving the access patterns to thie coatent and
also considered the applications of CDNs for media serving. Other asayerit server workload
involving streaming and media access are developed in [GCXZ05], [JH&H in [SMZ04].
Almeidaet al. analyze in [AKEV01] client workloads for educational media serverated in two
relevant universities from the United States. In this case, the main goale sfuttly are to acquire
an adequate knowledge of the concerns about designing contentudistribetworks and to quantify
how much server bandwidth could be saved using multicast streaming methdid¢ritaute stored
contents.

Baeza-Yates and Poblete also undertake the mining of the queries submitieerbyo a certain
web server that registers them in an appropriate log file [BYPO6]. Takysis considered the queries
submitted directly to the server search engine as well as those sent t@algezsch engines and
pointing to elements hosted by the server. The main goal of this study was tmaetevhether the
server contents met the users’ information requirements and how to colleanation helping to
improve the overall system quality and, particularly, its usability. The studgiders web mining
as entailing content, structure, and usage mining. In this way, the autlopsgera model aiming to
collect information about these three elements in order to define navigatiemrzaand terms with
adequate information scent (I1S) values. Furthermore, the documentssitethee classified according
to the way in which they are reached and queries are classified assfutoesinsuccessful depending
on whether they lead or not to subsequent visits. According to the authelsmining has proven to
be a useful approach to analyze several aspects such as isolatsdapagneeds of re-organization.
The study concludes that the introduction of adequate IS elements in linksoription fields lead
to an increase of successful external queries and to a decreaseraflimueries as well to a great
number of accessible documents. The authors address the same top86hdRd [PY08].

Query classification is also studied in [BJQ7] where the authors introduce a system for
automatic query classification based on the content of log files. In this ttesajm is to improve
the search service in order to make it achieve a better performance am@é@cand to reduce its
operational costs. This thorough analysis present several classifitachniques that are evaluated
according to the precision/recall measurement. The classification systgrospd by the authors
combines manual classification with techniques ranging from machine leaimiogmputational
linguistics. Another study involving query analysis is developed in [B34]. Here, the authors
explore the changes and evolutions of the queries to a general comrséeciatoughout the hours of
the day. The article concludes that the total traffic of queries experimanédions in magnitude and
that there is a correlation among the queries received in a particular hduhase of the next one.
However, it also states that the distribution of frequency of the queries hoar remains constant
throughout the overall day.
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Wolframet al. use cluster analysis in [WWZ09] to determine whether different groupsssions
can be obtained from the log information collected from three differentiatda systems and, more
important, if the same types of groups are present in all the web sites. Teginof this work
present several common types of sessions observed in all the envirtzasavell as common session
transformations over time.

Web caching approach is considered one of the most effective tegjie®to improve Web traffic
delivery and to reduce bandwidth consumption. Aggaretahl. presented in [AWY99] the main
characteristics of the web caching and the main differences with traditiaohirg. Liuet al. present
in [LWZ04] a wide revision of some techniques used to implement web cachaiges heterogeneous
caching network structures, and dynamic content caching. Databelsedbaeb systems have been
largely addressed in several studies and analysiseLab analyze in [LNX08] two caching schemes
consisting, respectively, in passive and active request cachingsivBaqueries are keyword-based
queries, whereas active ones embed some kind of functionality. Thesttodis how passive caching
results in a great gain of performance but active caching, on the egnt@nnot be worthwhile.
Labrinidiset al. review in [LLXX10] several caching techniques to improve performascalability,
and manageability in web systems relying fundamentally on database suppdldred solutions
for particular web systems having to deal with a great amount of traffie aéso been proposed.
For example, Candaet al. presented in [CLIF01a] and [CLL"01b] an architectural framework for
enabling dynamic content caching for database backed e-commerce sites.

2.5 Characterising the use ofvikis and Wikipedia

As previously mentioned, most of the previous research involving Wikipeatddcused on aspects
concerning the quality of its contents, its evolution, reputation or any othes penticular features
or properties. By contrast, this section is aimed to provide a review of thvopeeefforts focusing
on the use of Wikipedia. According to the stated in the introduction of this chabtse works will
be examined from two very distinct perspectives.

First, | will present academic works and research focusing on topioking the use of Wikipedia
and having a basis consisting fundamentally in surveys carried out iifisggemmunities of users
or on inquiries performed on non-related independent users. Thaill, introduce the initiatives
and studies devoted to provide some kind of information, both qualitative amwtiative, about the
use of Wikipedia and its traffic. This kind of information is generally offefem web sites that
dynamically generate tables and graphs that are periodically updated, Iaill examine previous
developed works from these two different perspectives.

2.5.1 Academic research on the use @iikis and Wikipedia

When wikis appeared on scene, several publications presented theifeatires and the benefits
derived from their use to the scientific community but also to the particular tiokbscconsidered as
specially adequate to take advantage of the new tool. As an example, MaKigxamines in [Mck05]
the use of wikis for librarians and professionals related to information neanagt. The important
role of wikis to support a critical attitude towards the information offered leymiedia is discussed by
Barton in [Bar05]. Gillmor [Gil04] analyzes the possible effects of collatige working groups over
the classical perception of centralized journalism. The use of Wikipediarettzod for cooperative
journalism can also be found in [Lih0O4]. (Mer et al. explore in [MMBO08] the main aspects of the
wikis as an appropriate tool for knowledge management. This article asadyasting wiki-based
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networks under the approach of Social Network Analysis (SNA) andaic Network Analysis
(DNA). SNA considers that networks can be translated into a graph G{Mth a finite number of
vertexes (N) and edges (L) where two vertexes are adjacent if thareddge between them. In this
scenario, the authors consider the degree centrality and the betweerntality as the fundamental
metrics. The first concept is used in SNA to investigate the activity of indalgjiconsidering that a
vertex is central if it has many relations to adjacent vertexes. On the athdr betweenness centrality
establishes important vertexes if they lie on a shortest path between otharéa/oDynamic Network
Analysis, in his two variants of cumulative analysis and sliding-window basedysis, allows to
study the process of a network transformation over time. All these metries avedyzed in a wiki
system created to serve as the knowledge management tool for a corAp#nys found interesting
facts such as the progressive increase of centrality as the netwovithgi(meaning that more authors
join progressively the wiki project and begin to contribute). Density ofimvork (ratio between the
number of existing edges and all the possible ones) seems to be negaiivelgted with the average
path length (average number of nodes between any two ones) wheresit\a correlation was found
between the article count (total number of articles) and the averageeddgnede’s degree is defined
as its number of direct edges to neighbor nodes). The analysis cogelittiehe degree of centrality
obtained for the network that determines the existence of the so-tailegipeople that contribute in
an active way and have an almost complete understanding of the way in wikishoperate. This
kind of users, due to their early adoption of the technology, encouragessh to contribute as well
as represent a fundamental role, specially in the early stages of thewsikitien. Other uses or
applications of wiki technologies include translation, as presentedésylddset al. in [DGPS06].

The inner structure of the Wikipedia community was explored in [EHO5], etemigh and
Herring found that there existed several correlations between thedéyelst-production editorial
control and the degree of compliance with the standards of the collatsdaicuments stemming as
a result. Moreover, Pfeit al. state in [PZA06] that the cultural differences among the Wikipedia’s
authors have their reflect in their contributions and in the use they make ohthiee encyclopedia.
A very interesting survey paper is presented in [MMLWO09] where diffiéruses of Wikipedia are
discussed. In this way, Medeylat al. consider four main categories which correspond to natural
language processing, ontology building, and both isolated and combieedlitlsother information
sources. Another general study is conducted in [Fal08] in order tyznthe epistemic results of
the use of Wikipedia. In this study, Fallis concludes that in terms of the obtaofikgowledge,
i.e. epistemology, the access to Wikipedia offers very valuable propenibgassibilities. McGrady
presents in [McGO09] several concepts related to the credibility, rulesspindl of Wikipedia. The
author stands that authority is expertise-based and comes from verifildni@ation and accurate
references. In this way, McGrady highlights that experts do not cie#teority in Wikipedia but
helps editors find adequate information sources. Rhetoric is anothébiptyssf inaccuracy but the
author considers that is controlled by the generic revision processpable of detecting false or
tendentious facts. Finally, the author describes several bad useskthatiteantage of the Wikipedia's
own rules and spirit to thwart its main aims. Reagle studied in [Rea05] an@TRedferent examples
of social interactions manifested themselves inside Wikipedia and, basieddlied to adequate and
proper behavior as well as to leadership roles.

The use of wikis in specific environments involving collaborative dynamickdevelopments,
such as scholar or academic ambients have been largely addresseéaD4|rB2ffaet al. showed
the benefits derived from the introduction of wiki technologies in a collatiie process of software
development [BSGO04]. The participant students where geographidstifipdted and become rapidly
adapted to the use of the tool. Forte and Bruckman analyze in [FB0O6] tsébpities of introducing
Wikipedia in the development of activities involving collaborative writing. Thedgtanalyzes the
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applications of publishing tools, such as Wikipedia, in programs and clariowrder to improve
several aspects like authenticity, disciplinary and assessment. Konietzkgs a brilliant and
complete review of the use of wikis and Wikipedia in the university scenarioKon]. In this
article, Konieczny presents the major advantages and benefits of thé wiésoas a teaching tool
as well as discusses how the Wikipedia itself can facilitate and foment thenstudetivities and
assignments by offering to them all its services, of course imbued with its apercollaborative
character. Another example can be found in [Sch08], in this case aurseyswas conducted in
order to determine the accessibility to the Wikipedia’s contents related to Rsggtfoom common
Internet search engines. Moreover, this study inquires how studemissang Wikipedia for both
scholarship and personal interests. Addressing the use of Wikipediademic environments, some
arguments for controversy were presented by Waters in [Wat07] wherauthor, using a real case
of misinformation, recommends not to consider any encyclopedia as thetaelseof the absolute
truth although it may include reliable and trust references. On the contiaters suggests always
to assess and contrast the information obtained from a certain sourgeansiavailable possibility.
The Wikimedia Foundation maintains the same attitude towards its project andagesstudents
not to use Wikipedia as the only source of information for their assignments.

Willinsky analyzes the important question of the external referencesdad\from Wikipedia
articles. In this way, he examines in [Wil07] the number of citations to researstholarships works
found in the Wikipedia articles and the possibility of having an open accesio. tiThe author
used a sample of 100 articles and concluded that a very poor ratio (2#grofincluded references
to research works openly accesible despite they was considerablyoefasy previous open related
productions reachable through Google scholar or other search engine

Kittur et al. stated in [KPSMO07] that the contents of Wikipedia were being produced mainly
by a little elite of administrators only until 2004 ije power of the Few From then on, most of
the contributions were sent by individuals not belonging to the elite gradipdom of the Crowd
Another interesting point is introduced in this article, according to its autipasple with highest
numbers of editions are the ones who contributes in a more prolific way to thents of Wikipedia
because they add, in average, twice as many words as they delete. @hetheamd, users with lowest
numbers of edits are deleting more words that they add. This means that riidigifgédia content is
contributed by a few users whereas the great majority of them just pedecise corrections or get
involved in minor changes. The same conclusions are presented in [Q¥i@7¢ it is shown that the
number of users with lowest ratios of edits becomes a larger part of thetotaibutions over time.
This analysis also shows how the participation in Wikipedia fits a long tail strietsia result of a
power-law distribution governing the ranking of edits per user overraéueonths.

One of the first works considering the analysis of the visited namespacaas iadicator of the
activity of Wikipedia users is [ELBO08]. Here the authors analyze the reigliip between the content
of theTalkpages corresponding to a set of articles and their edit activity. The inmpertdTalk pages
had been also stated by@gaset al. in [VWKvHO7]. This study concluded that in most cases the
discussion entries in thEalk pages were accompanied by editing activity. Vandalism was the factor
that invalidated the correlation because it did mean non-contributing to thie aBlimann'’s research
also refers to the so-calledlvantage of the first moveostulated by \&gaset al. in [VWDO04] that
states that the original content of an article would remain over time. This waslfon articles with
high scientific content. However, Enmann’s article also enunciated arsewvelationship between
the age of an article and the permanence of the original text, fact that mayimo controversy
with the previous statement. Finally, the article determines a strong differeqoality aspects from
articles belonging to different disciplines. In this way, articles related to-legél scientific contents
would have been considered in a top quality level although they were usudiign in a such kind
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of style that limited their access to only a minority of the overall community.

Head and Eisenberg developed a very interesting examination [HE 6] basa survey about the
use of Wikipedia in several colleges and universities from the United Statessurvey considered
the responses of about 2,000 students and focused on the frecpfetheyvisits to Wikipedia, the
students’ motivations, the stages of research in which the Wikipedia waktheerelationships
between the use of Wikipedia and other resources. Among other reselstutty found that students
of Architecture, Engineering and other scientific disciplines were more likkelyse Wikipedia that
students from other degrees. A 22% of the students declared to use ®gkfpequently, whereas a
23% said to use it ocassionally and a 13% rarely. The most important motivatiod for the use
of Wikipedia was the obtaining of general background information abgarticular subject in the
initial stages of research.

Spoerry analyzes the most popular topics in Wikipedia during a five-monhdda [Spo07]. The
methodology of this study consists in determining the 100 most visited articles in &likifor each
considered month. Then, the titles of these articles are submitted to gerierakbtrsearch engines
and the ranking position of the corresponding Wikipedia articles in the ligflts is registered. A
previous study by the same author had reported that a very few pageasftthe most visited articles
in Wikipedia corresponded to typical academic contents. On the contrapg Hrticles were related
to entertainment shows, fictitious characters, TV series, sexuality orritileb According to the
author, approximately a 70% of the traffic directed to Wikipedia come from Ifstsswilts generated
by portals acting as search engines. Furthermore, Spoerry’'s art@ieirgas the ranking position
achieved in the lists of results by the most visited Wikipedia articles to determine thetimisearch
engines on the Wikipedia articles most requested by its users. The auisathegvikiCharttool to
obtain the most visited articles in Wikipedia. This tool is not currently in use andot important
successors, will be described in the next section. The developed etamnimcludes a categorization
of the most visited articles according to a set of established categoriesaithbeaonsidered as tags
assigned to them. The study merges together the most visited articles codiegpto the five months
to produce a list of the unique articles visited during all the months. Thedissitris the distribution
of the number of unique articles from the aforementioned list found in eftieamonths. Then,
the total number of articles corresponding to each category is presenteellas the distribution of
the articles in each categories over the different months. Spoerryls also refers the high degree
of overlap between the most visited articles in Wikipedia and the most repeatdaltyitted queries
to the search engines. This despite of the fact that the lists with the moshsedopics, regularly
provided by the corresponding engines, are previously sanitized id #w inclusion of subjects
related, for example, to explicit sexuality or drugs. More in detail, when thieoa determines the
ranking position of the Wikipedia’s most visited articles in the lists of results fileerweb engines,
he found that more than the 90% of the most visited Wikipedia articles appaareqlg the top ten
positions when the corresponding engine was queried about a topic sintiiartitbe of the Wikipedia
articles. The studied search engines included Yahoo, MSN and, ofeso@oogle. These findings
could be used to confirm that the visits to Wikipedia articles were being fuglgteltommon Internet
search engines.

Urdaneteet al. performed in [UPvS07b] an analysis over the traffic directed to all the \&diip
editions and, particularly, over the requests directed to the English omearldiysis was performed
on a sample consisting in the 10% of the traffic corresponding to 108 dagpieRts involving read
and write operations were considered and the analysis also examineddhvati@ions as well as the
URLSs requesting non-existent pages. The main aim was to offer altezrsatpporting architectures
and data management techniques allowing an adequate scalability of the sestam backing
Wikipedia. The authors consider three main approaches: Replicatidringaand distribution. This
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analysis also identified several types of requests and presented thgirerérequency. Moreover,
it grouped the URLs according to the targeted Wikipedias finding that moretttea90% of the
traffic was directed to ten most popular Wikipedias. A deeper analysis ndsrtaken with the
English Wikipedia. In this case, the authors studied several variables giatlpe level such as
the distribution of popularity in terms of humber of requests and number & gperations, the
format in which pages are read, and the ratio between save and readi@pe One interesting
aspect of this study is the possibility of comparing the traffic sample with a sBoapEthe database
obtained the day after the last one of the considered period. In fact, éisi€ldne in order to asses
the validity of the sample. In this way, for each page, the number of savatapes found in the
sample was compared with the number of the same operation reported by thesdagaapshot. As a
result, pages with highest numbers of save operations presented amli$i@mahce between the two
measures. Regarding the popularity of articles, this work concludes #hauthber of visits to the
Wikipedia articles does not follow exactly a typicabpf distribution. Instead, the group made up of
the more visited articles presents number of visits not decreasing as fasthesZipf distribution,
the bulk group of articles complies with th&pf law and, again in the bound, the articles with
less visits have smaller number of visits than the predicted byipiedistribution. In the case of
save operations, its distribution decreasingly ordered per page is tboadypicalZipf law. When
studying the number of read and save operations over each particgrtha analysis concludes
that both numbers are correlated, so the most popular articles are alsoghapdated ones. The
article also presents the correlation between the number of requestadorgearticles in any format
and the number of them asking for the default HTML version of the targaticles. Finally, the
impact of indirect save operations resulting in cache misses becausaebperations on included
pages and URLs requesting non-existing articles are also discussedforamentioned distribution
approach to improve the Wikipedia Foundation supporting architecture ressit in [UPvS07a]
where a decentralized system is proposed.

Viégaset al. developed a new method to study the evolution of the contributions submitted to
a given Wikipedia article over time. This new method was presented in [VWBOd]is based on
a software tool, thédistory Flow application, capable of translating to a colored map the different
additions, deletions and modifications performed on the contents of a gilkgmedia article through
its revision history. Using this tool, ¥gaset al. studied in [WVHO07] different patterns describing
the activity and interactions of the Wikipedia users when performing thegreéifit contributions. To
do so, they used a new data visualization catlecbmogramsvhich consisted in diagrams picturing
users contributions over time and where different interactions were plottéitferent colors.

Adler et al. analyze in [AdAPVO08] the use of different measures to determine hows e
contributing to Wikipedia. The authors introduce an approach based ocotiwderation of both
quality and quantity measures as the parameters characterizing authdridutmns. In this way,
two measures related to quality, text longevity measure and edit longevity regaselincorporated
to the analysis. These measures were found able to reward propelity qoatributions as well
as to cause that short-term ones get low ranking marks. This particularikgsntiaem suitable for
being used to model user behavior and, because of this, can be ussddbahd quantify deliberate
introduced vandalism or to consider contributions devoted to repair faedarticles. Moreover the
idea is that such kind of measurement system could be easily integratedriteatedriven reputation
system such as the aforementioned one described in [AdAO7].

Ortegaet al. presented in [OGBRO07] a classification of the Wikipedia articles accorditigeio
length in bytes. Authors estimated that two great subpopulations of articlegisted inside the
Encyclopedia: tiny articles (less than 200 bytes in length) and standagdtégror equal than 200
bytes in length) ones. In this way, authors found a direct relationshipeeetthe contribution level
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of editors in a given edition (measured in terms of their number of edits) ancethdting length
of the articles corresponding to that language edition. Ortega and Beraralyzed in [OGBO07]
the production process followed to build Wikipedia articles. Moreover, ithegtified the nucleus of
authors responsible of the majority of the changes introduced on Wikipedigaand determined the
way in which their behavior evolved over time. In this way, they validatediptsvresults obtained
by Kittur and Chi and obtained new activity patterns when classifying asityptheir contributions
in particular periods of time instead of considering their whole activity sinc8\ilkgpedia inception.
According to them, although the number of contributions stemming from users thatHeast
contribution rates are increasing, more than the 90% percent of contributioresponding to each
month were being sent by a corpus of very active users. Continuingettgarch line, the same authors
concluded in [OGBO07] that there was an important inequality on the contriiguient to Wikipedia
and, specifically, by the 15% of the authors would be responsible obzippately the 80-85% of
all the submitted contributions. In his doctoral thesis [Ort09] , Ortega contpibis quantitative
analysis of the top-ten Wikipedias according to their number of articles. Arhgnost important
findings, Ortega concluded that several parameters such as the noinaotive registered authors,
the number of articles and the number of revisions have reached ang statadfrom approximately
summer 2006. Talking about coordination about authors in the top-ten WikipeOrtega found very
different ratios of talk pages that indicate very different attitudes to theudsson of the contents
exhibited by the corresponding communities of users. The survival sisalgveloped as a part of
this thesis revealed an important difference between the authors thatostivgpating and leave the
project and the new ones enrolled in the content production. Accordihigrtothis difference could
even be used to explain the steadiness in the evolution of the aforementemagdepers. Regarding
the featured articles, Ortega states that these articles are older than the rceomesoand present
higher numbers of participant authors and revisions. In summary, Opi@gents an scenario in
which the inequality level of the contributions is biased towards the cordigéauthors and the lack
of new core members constitutes a considerable risk for the scalability ofiktipadias.

Reinoscet al. started to analyze the users’ requests making part of the traffic diredtélifmedia
in [RGBORO08]. This study consisted in an initial examination of the possibilitiegerms of traffic
characterization, brought by the analysis of different information elésnesrresponding to users’
requests registered in the Squid log lines offered by the Wikimedia Foundatiesearch institutions.
Although these log lines were completely anonymized and did not include alhtheebistered by the
Squid servers, some of their fields provided specific information abouéthests such as thier date,
HTTP method or whether the request caused a write operation. Aparttiese information elements
directly obtained from the log lines, the study identified several others thdd e parsed from the
URLs in which users’ requests were expressed. These informationmrkebasically consisted in the
language edition pointed by the URL, the corresponding Wikimedia Foundatijech the targeted
namespace, the requested action and the title of the article involved in thetdguader to obtain all
the aforementioned elements from the log lines, a tailored application, whistitooed the origin of
the WikiSquilterproject was developed. The retrieved data were employed to perforrarditgtive
analysis that presented the daily and weekly distribution of users’ reqqubsaddition, the ratios
of requests directed to each namespace as well as the percentagepamling to each requested
action were also estimated. Moreover, the study concluded that there wisng correlation
between the total number of requests and the ones directed to articlesNfaith@amespace. As
the aforementioned work covered a time period of only a week, the autktasded the analysis
in [RGBROO09]. This new study included the analysis of the log lines regidteueing six weeks,
each belonging to a different month from November 2007 till April 2008] aarresponding to
requests submitted to the twenty most visited editions of Wikipedia. In this casmdinegoal was
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to verify that the temporal distributions of users’ requests correspgriditthe considered weekly
intervals were similar to the ones found for the week analyzed in [RGBQR0&]ffect, the averaged
distribution of the requests throughout the hours of the day presenteshitine shape, as expected,
in all the studied weeks. The same occurred regarding the evolution ofuthéar of requests
throughout the days of the week. Moreover, the article concluded tkatlitribution of users’
requests, according to the targeted namespace as well as the peaftadye different types of
requested actions, presented a very similar tendency in all the analysdd.whn respect to this
concern, this thesis is intended to broaden even more the time period of thsigsa that it covers
a whole year. In addition, to obtain new metrics describing behavioral patfelowed by users,
other information elements, such as searched topics or articles’ titles, beneatded to the analysis.
The titles of articles were extracted, although disregarded, in the premionks but included in the
analysis performed as a part of this thesis to relate all the requests invihd@rsame article and to
track the requests directed to featured articles. In respect to thesesaftei@oscet al. analyzed
in [ROGBH10] the influence of the promotion of articles to the featured stattisein subsequent
number of visits and editions. This analysis studied featured articles inatiffeditions of Wikipedia
and found that only in the English edition the consideration of an article asréehhad a relevant
impact over its number of visits.

2.5.2 Initiatives to provide statistic information about the use of Wikipedia

Several initiatives have been developed to provide accurate andpdiescenough information about
Wikipedia because of its dimension of mass phenomenon and its popularity ahmngers of
the Internet. These initiatives present statistical information about $esacts of the web site:
traffic volume, growth evolution, number of articles, most frequently visitegles, different ranking
positions of the site, etc. All this information is really valuable even though sdrtteednitiatives
are not maintained any more, cover very specific sets of articles or timalpeniaconcerns very few
information elements as representative of the interaction between Wikipatlitsarsers. However,
I will consider in a very special all the information emanating from the own Vé#lip supporting
system because it can be used for assessing the validity of the resultsaofadysis.

The Wikimedia Foundation system staff has set special patégvoted to collect statistical
information not only about the Wikipedia itself but also about the rest of tipparted wiki-based
projects. Information accessible from these pages covers visits caunmtdyer of articles, traffic
rates, size comparisons, populars pages and several other topiexaRtle, Figure 2.1 presents a
page providing information about the number of articles, administratorsteegd users etc. in the
English Wikipedia. As another example, there is a gatat offers information about the most active
Wikipedians of the English Wikipedia according to their number of edits.

Information about raw traffic is offered in several pages automaticaltatgel and it can be
obtained in several time scales. This information can be useful in ordersessaghe traffic
observations obtained from our study and to check particular noraregjtuations such as specific
traffic peaks. However, these graphics are usually offered exatliyimand there is no possibility
of any kind of customization in order to study traffic variations in more spegéitods. Figure 2.2
shows the workload of the Wikimedia Foundation servers in terms of the nuhbeceived requests
in different time scales. As we are receiving log lines correspondingjteests sent to all the projects
maintained by the Wikimedia Foundation, the results from our traffic chaizatien could be use as

Shttp://en.wikipedia.org/wiki/Wikipedia: Statistics (corresponding to the English Wikipedia)
“http://en.wikipedia.org/wiki/Wikipedia:List_of Wiki pedians_by number_of_edits
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Figure 2.1: Available information about the number of articles, registeredswnd so forth in the
English Wikipedia

an estimation factor about the overall traffic amount and composition.

Domas Mituzas, hardware officer at Wikimedia Foundation and a member alviisoay board,
set up a system to gather information about the most visited pages in Wikipdusainformation is
offered from Mituzas’s portat and consists in per-page view counts hourly taken. In this way, and
according to the information provided in its availability announcement (Decei¥), registered
information reflects the number of pageviews, or visits, correspondingtitdea that have been
requested in all the Wikipedia editions during each hour and is obtained filyiragp a regular
expression to the URLs logged by the Wikimedia Foundation Squid systems.aVéecbnfirmed
that these logs are not the result of any sampling or filtering project, sefichased on them that
offer several portals and web pages can be considered as absoidiesonsequently, the sampling
factor used for our feed can be applied to them for comparison pwpAsdar as we are concerned,
these data result of great usefulness regarding, for example, theiewaver time of the number of
visits or the differences among the amount of requests directed to easidemd Wikipedia edition.
However, these data do not offer any information about requestsgiekiany type of action or about
the topics involved in the search queries submitted by users.

On the other hand, th@/ikimedia Toolservef is a collaborative platform devoted to support
initiatives and software tools involving the wiki-based projects maintained byWiémedia
Foundation. Tha&VikiTrends’ portal is one of these initiatives and presents the articles with important
differences (both positive an negative) in their number of visits. Mostiyarticles can be obtained
for about 25 Wikipedia editions and in three different periods: cumenyt week and month. Results
are based on the Mituza’s pageviews compilation. In a similar way, anothet &dlows to get the

5 http://dammit.It/wikistats/

Shttps://wiki.toolserver.org/view/Main_Page

http:/ftoolserver.org/ ~ johang/wikitrends/english-uptrends-this-week.html
8http://toolserver.org/ ~ emw/wikistats/
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Figure 2.2: Number of requests per second directed to all the projeqisrsegh by the Wikimedia
Foundation in different time scales: (a)Daily, (b)Weekly, (c)Monthly é&hYearly

temporal evolution of the number of visits to any article of any Wikipedia editios.aA example,
Figure 2.3 shows the evolution of the visits to tBquidarticle in the English Wikipedia during
December 2009.

As all the Wikipedia contents are licensed under Creative Commons Attrib8tianeAlike 3.0
License (CC-BY-SA) and under the GNU Free Documentation Licens®[(EEveryone is permitted
to distribute them complying with the terms specified by the licenses. This is nessedy true for
images that may be published under privative or copyrighted licensegiouge may be forbidden
out of the Wikipedia scope. Because of this, the Wikimedia Foundation mbguoiffers database
dumps containing all the wiki-text basing its articles but do no provide anynaatio system for
downloading images. Content dumps have been analyzed using difsaritnware tools that offer
separate visualizations of the data. Some of these visualizations involvingadi&impics have been
gathered together by Erik Zachte and they are presented in his portal

Precisely Erik Zachte, currently data analyst at the Wikimedia Foundationtaires one of the
most interesting sites devoted to offer statistical information about all thegtsaggepported by the

Wikimedia Foundatiorf®. This site is monthly updated and, for all the information collected and

presented, deserves to be considered, perhaps, as the mostiegledfmst to quantitatively describe
the Wikimedia Foundation projects and, particularly, Wikipedia. Among otherrimdtion, data about
the following topics is provided:

» Number of pageviews (i.e. visits), their evolution and their distribution overdifferent
editions of Wikipedia.

* Number of new articles and total amount of them.

Shttp://infodisiac.com/Wikimedia/Visualizations/
Onttp://stats.wikimedia.org/
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Wikipedia article traffic statistics e

Atool to visualize how viewership of Wikipedia articles has changed over time
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Figure 2.3: Number of visits to thequidarticle in the English edition of Wikipedia during December
2009

* Number of new and active registered users (Wikipedians) and cotairiou
» Database size evolution.

 Evolution of edit operations and their distribution over users.

« Size of articles, number of links, words, etc...

Figure 2.4 presents several examples of both charts and tables availdtitesite (one of them
referring to the statistics provided by Comscéte

There is also available a compact version covering exactly one'yefiom September 2009
till September 2010 when retrieved in November 2010) displaying charts waiifas information
to the described above. Since January 2010, the site also offersagbagl characterization of the
origin of the visitors who are browsing or editing Wikipedia articlés In this way it is possible to
determine the percentage of all the visits and edits to Wikipedia issued frdnceantry as well as
the editions most targeted from every individual world country or regidnis has been done using a
1/1000 Squid log sample covering a period from July 2009 till October 20fler@formation such
as the HTTP request types, the most popular users’ browsers orritgenof files daily requested is
also provided from these pages. However, this information covers muoh snmaller periods such
as months or, just, fortnights. Moreover, Zachte develops many othgitiastiall related with the
analysis of different aspects concerning the Wikimedia Foundation pscgecl all linked from his
portal'4. Here, one can found graphical animations presenting the growth evobftibe Wikipedia
editions, a blog devoted to publish relevant announcements related to tleptaent of his activities
and analysis and, of course, the scientific works based on his data.

Featured articles were introduced in chapter 1 and correspond to thadesaconsidered as
having an exceptional quality and, thus, deserving the promotion to this.statiesmation about

Yhttp://www.comscore.com

http://stats.wikimedia.org/reportcard

13http://stats.wikimedia.org/wikimedia/squids/SquidRe portPageViewsPerCountryOverview.htm
Yhttp:/finfodisiac.com/
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Figure 2.4: Different visualizations of the data available at the site maintajnédlbZachte: (a)Chart
picturing the growing of contributors, wikipedians and active users

(b) Table presenting the number of visits to the different editions of Wikipeati®sponding to each
month

(c) Number of visits per region

(d) Reach values per region (according to Comscore)

gquantitative aspects related to promotion and demotion of Wikipedia articlesvigl@dofrom pages
such as the one presented in Figure 2.5. Dynamics characterizing teatticées deserve a particular
interest because they are relevant indicators of the participation aeedefjmvolvement exhibited
by the community of users of particular editions of Wikipedia.

Wikipedia also provides a page to present the most visited pageesented in Figure 2.6. The
offered list of pages was last updated in 2009 so it is not providinghténéormation. A similar
page devoted to provide information about the most frequently edited sgks® available'®. The
problem again comes from the fact that the page is not up-to-date. Glyribis possible to find the
most popular (according to their number of visi§)kiproject A Wikiprojectis an available space
specially thought for collaboration among wikipedians. In fact, it consistsgroup of users, usually
contributors or editors, that manage a set of articles belonging to an sgepifi such as medieval
history, industrial design, and so on. The aim is to combine and join effopiothice quality articles
or to improve the existent ones by providing a coordination and organizaéafor users. Apart from
this, the Wikipedia version 0.7, atest release made up of approximately 30t@0fsdelonging to all

Bhttp://en.wikipedia.org/wiki/Wikipedia:Popular_page s
Bhttp://en.wikipedia.org/wiki/Wikipedia:Most_frequen tly_edited_pages
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Figure 2.5: Information about the number of promotions, demotions andeuibetitative data related
to the featured articles in the English Wikipedia

the knowledge areas provides a monthly list with the most visited pages. ldovaen as previously
mentioned, this is not provided for the common Wikipedia. Another attempt efin§f the most
popular articles in the last hours 4. As its predecessors, the page is not updated any more.

There are some sites providing visualizations of the data collected by the Wikilfredndation
tools, specially of the data about pageviews collected by Mituzas. One aitded® currently in
use (November 2010) provides information about the number of visits tdesrtit every Wikipedia
edition. From this page we can obtain the number of visits to a certain article iartioytar month.
As an example Figure 2.7 shows the number of visits t&ipgidarticle (Main namespace) in October
2010 in the English Wikipedia. Curiously, you are prompted to get the mostd/eiteles for a given
month and a given edition of Wikipedia, but at the moment of trying to get theiséea for October
2010, the page refers to the results corresponding to December 20@9. ifEve ask for the top
articles in January 2009 the page again presents the ones corregptmdiecember 2009. That
means that, as stated in the page itself, this functionality is not working at this moRgetunately,
as the covered period finishes in December 2009, the results offeitbédn/pages can be compared
with the derived from our analysis for the same month.

There are also several sites meant to present the most visited Wikipedisastithe most popular
topics in the Encyclopedia again after the Squid log files collected by Mituzas.oOihese sites is
THEWikistics 1° that presents the most visited Wikipedia articles till August 2009 but is naitepd
any more. Figure 2.8 presents the most visited articles during this month aterepy the portal.

Yhttp://en.wikipedia.org/wiki/User:Emijrp/Popular_ar ticles
Bhttp://stats.grok.se/
Bhttp:/iwikistics.falsikon.de/
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Figure 2.6: Wikipedia popular pages

Another site?0 also presents emerging Wikipedia topics and its initial seed is also the Mituza’s log
files compilation. Other initiatives use their own sources, such agftkieagesite > which uses the
Special Wikipedia pagRecentChange® get the most recently edited articles and, then, uses their
history page to obtain the type of revision performed. As our analysis athadies a categorization
of both the most requested articles and the most repeatedly topics submitead@saperationts to
Wikipedia, the information offered by this kind of portal constitutes a very irgt comparison and
reference element.

There are also statistics based on external (non-Wikimedia Foundatianpmraiding valuable
information about the requests submitted to Wikipedia. An interesting informatiorce about
the traffic received by the Wikimedia Foundation wiki-based projects, @odtahe Wikipedia in
particular, is offered from thélexa?? web site. This portal provides statistical information about
several features of the traffic directed to web pages. To gather all foisiation, Alexa is constantly
crawling the public web sites to periodically build snapshot of the Web statustedver, Alexa
gets information related to web usage from toolbars or sidebars volunsgfi@d by users on their
browsers and that send to the Alexa servers the URLSs they visit. With thisriafmon, Alexa offers
a ranking over the traffic aggregated in a temporal sliding window consistitig last three months.
The rank of a site is determined by combining the measureasfh which is defined as the number
of different Alexa’s users who visit a page in one day, gadeviewswhich consists in the number
of URLs from Alexa’s users requesting the same site and considerinththegpeated similar URLs

http://www.trendingtopics.org
2lhttp://www.wikirage.com/
Zhttp://www.alexa.com
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Wikipedia article traffic statistics
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Figure 2.7: Evolution of the number of visits to the “Squid” article in the Englishipé#lia during
October 2010

sent by the same user in the same day are counted gsagegiew That means that two URLs such
as http://mysite/a andhttp://mysite/b sent by the same user count as fpageviews

for the sitehttp://mysite.com . However if the same user send again in the same day any of
the two URLs the number gfageviewswill remain unchanged. Alexa’s accuracy has been object of
controversy?® and this way of determine traffic rank is questioned as susceptible of proxiohg
values®*.

Figure 2.9 shows botlreachandpageviewsralues from October 2010 and were retrieved from
the Alexa web site on 5 November 2010. So far, as our analysis is cau;eklexa does not provide
absolute values aboutach or pageviewsut percents relative to all the data it collects. This fact
prevents that we can compare our traffic measures with the ones it pgblidbeever, Alexa offers
valuable information about the most targeted sub-domains of a site. This issititgrbecause it is
related to the amount of traffic received by each edition of Wikipedia andeaised as an element
for comparison. Another interesting fact is that Alexa offers the speamificies sent to general search
engines that more traffic attract to Wikipedia. This can be useful begaisan evaluated if the same
terms are also searched using the Wikipedia internal search engine.

In the same line,comScoreis another company devoted to collect information from joint
individuals when they browse the Internet. ComScore users also hgkeérahof tracking software

Zhttp://www.seobook.com/alexa-relevant-2010
Zhttp:/itechcrunch.com/2007/08/13/
alexa-says-youtube-is-now-bigger-than-google-theyre -wrong/
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Wikipedia article traffic statistics
Most viewed articles in 200912

Rank Article Page views
1 167501384
141508600
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Figure 2.8: Most visited articles in December 2009 according td thewikiSticsportal

installed on their systems that regularly reports to the central serversniation about different
parameters concerning the visited sites. The company estimates approximavedyrmillions the
number of users providing information to the aggregation systems. Intaréasure a representative
sample of the different communities of users, comScores uses diffe@uitment policies as well
as demographic validation techniques. As a result, the portal offers imparfarmation about the
traffic directed to Wikipedia. Part of this information is publicly available

Another site offering information about Wikimedia Foundation projects is WikiStatistics
site 26, In this case users can get the number of both total and new articles, wedits, files and
administrators for all the Wikipedia projects. The temporal period of inteastbe adjusted using
an intuitive graphical interface or via a parametrized URL. Data used to theéldjraphs are also
provided?”, but without any information about their origin or way of obtaining. FigurE02shows
the temporal evolution of the number of edit operations for two different nsooit2009.

The Wikichekersite 28 focuses on the number of edits performed on the articles of the different
editions of Wikipedia and shows articles that may be involved in a war of editereder, the
site offers graphs, as the one shown in Figure 2.11, comparing the nhbdits to the different
Wikipedia editions. This portal also offers interesting graphs picturing ¢éhegmtages of edits due to

Bhttp://meta.wikimedia.org/wiki/User:Stu/comScore_da ta_on_Wikimedia
Bhttp:/www.wikistatistics.net/

2Thttp://www.wikistatistics.net/data/

ZBhttp://en.wikichecker.com/
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Figure 2.10: Evolution of the number of edits throughout April and May%®@0cording to the
Wikistatisticsportal

the topmost 10% of frequent edit users and to the rest of them, as weé dgfdgrences in the ratios
of edits submitted by logged and non-logged users. Finally, the portalssgmphs detailing the
evolution over time of edit operations submitted by most active users. Howmtenuch information
is offered about the way in which edits operations are observed.

An analysis showing the decrease in the number of edit operations veznped by the Wikipedia
user DragonFly who presented it in a subpage of his Wikipedia user pgeAccording to this
work, edit operations had been growing at an exponential rate until 2p07 where they had
started to decrease. This analysis is based on a 118,000 article edit saimpéed from the
September 2007 database dump. The author suggests that this fact eordthted to the so-
called™Essjay controversy™ 0 that made it to the headlines in February 2007 when a prominent
Wikipedia administrator recognized to have falsified data about his cumicahd also to have used
his influence to bias the content of some Wikipedia articles. A similar analysicaratucted by
another Wikipedia uset! who presented an extrapolation of the number of edits performed on the

http://en.wikipedia.org/wiki/User:Dragons_flight/Lo g_analysis
Ohttp://en.wikipedia.org/wiki/Essjay_controversy
3lhttp://en.wikipedia.org/wiki/User:Ais523/Stats
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Figure 2.11: Number of edit operations for the most active Wikipedias 0roctober 2010 to 5
November 2010 according to thikicheckeportal

sandbox to approximate the total number of edits to Wikipedia. This study gegpthe previous
findings byDragonFlyand perceived a new growing edit tendency, although linear.
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Chapter 3

Methodology

“Method is essential, and enables a larger amount of work to be got thniih
satisfaction”. Samuel Smiles, (1888).

3.1 Introduction

This chapter describes the methodology conducted to carry out this erhpegsarch and the
subsequent study. As presented in chapter 2, most of the previeasak$nvolving Wikipedia topics
focuses on criteria such as reputation, trust or growth tendenciesedvier; the very few analysis
found dealing with issues related to the use of Wikipedia in different sienamrere considerably
restrictive in terms of the considered editions (languages), the size ofkire $amples or the cases
of use at which researchers paid attention to. For this reason, this wintkemsled as a wider exam
of the ways in which users are interacting with Wikipedia and it is aimed to pravictemplete and
detailed framework which gathers and discusses the different pattetims$dmporal and behavioral
exhibited by the Wikipedia users when requesting information from it.

The methodology used in this work is mainly based on the analysis of log filégicmy a large
sample of the requests sent to the most relevant editions of Wikipedia dusiiwla year. The
relevance of the considered editions has been regarded accordinghtsibe and traffic volume.
Such a great number of requests constitutes a meaningful part of thall dxeffic directed to the
these editions of Wikipedia as a result of the interaction with their users. fdigsis of the traffic
consists in a characterization based on a parsing process to extraglet@t information elements
prior to a filtering one according to the study aims and directives.

Throughout this chapter, an special attention is paid to the different etermemeasure identified
and used to provide a suitable answer to the main research questionsvihatdtévated this thesis.
This set of metrics will lead to our results and will allow us to establish valid modeld@ obtain
right conclusions.

Other different approaches and metrics considered valuable foesearch interests but, in the
end, impossible to be included as a part of this work are also presenteatlofbe drawbacks in this
sense are due to technical issues, as in the case of the geo-locatiangtiaiciequests, or to legal
guestions concerning the individuals’ privacy. However, some toolstdd to work with this kind
of information have been already developed and wait for the correépgagreement to be signed.
Their contribution to the analysis of the traffic and their research interesioasidered valuable and,
because of this, they are also discussed here.

a7
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So, the rest of this chapter is aimed to provide an exhaustive report tigomethodology used
to perform the work developed as a part of this thesis. First of all, thergeworkflow and its most
important stages is presented. Then, a rigorous description of the @dtavéehave used follows.
Later, the chapter includes a detailed introduction to \tikiSquilter project. This project
constitutes the software tool designed and developed to perform thesigr@algr the log lines and its
main features and capabilities as well as the results it can provide aréeedordetail. Finally, the
statistic models suitable of being applied to the obtained data are also introduced.

3.2 Methodology general workflow

The empirical approach used in this thesis is based on the analysis of a sditoplénes containing
information about the requests submitted to Wikipedia by its users. This kinébofriation is offered
by the institution supporting Wikipedia, the Wikimedia Foundation, to universitnes exlucation
centers interested in it for research purposes.

The size of the sample and the way in which it is obtained make it suitable for bengidered
as meaningful and, hence, the results derived from its analysis cassbeed as descriptive enough
to be thought as patterns modeling the way in which users, in general,iageWipedia. In order
to assure the robustness of our analysis, the results presented Veleka validated by comparing
them with corresponding metrics provided by Wikipedia own supporting systaff as well as by
other particular initiatives.

Once the log lines are received in our facilities, they are stored conubnard become ready
to be analyzed by the tool developed for this aim: WHi&iSquilterproject. The analysis consists
in a parsing process devoted to obtain the relevant information fields fremoghines. Then, these
information elements are filtered according to a set of directives specitiimgnes in which the
analysis has to focus on. As a result of both processes, necesgarpdonduct a characterization
are obtained and stored in a relational database for further analysis.

The most important aspects of the methodology conducted to perform thysiar@arried out as
a part of this thesis are developed throughout the sections of this chaipése aspects include:

» An exhaustive description of the data sources involved in the analysis.

« The most relevant issues related to the implementation of the application ireabfgpgrsing
and filtering the log lines containing the users’ requests. These aspectesnéyof interest for
further developments in the area of the analysis of logs from wiki-engordg, the case that
other researchers may want to extend the functionalities of the applicatitreimgelves.

* The statistical models used to characterize the users’ visits to Wikipedia.

3.3 Data feeding

This section is aimed to describe in-depth the data feeding considered fandhgsis presented in
this thesis. This feed consists, basically, in the log lines from the Wikimedia Sgmers because
they constitute a valuable resource to study the interaction between Wikipebiis aisers. Because
of this, they are considered as fundamental for the research pré$emee

Therefore, the following sections present the principal issues relatedviahese log lines are
registered, their path to our storage systems and the most important inforrekgiments that they
contain.
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3.3.1 The Wikimedia Foundation Squid system

Chapter 1 presented a general overview of the architecture of thersgrstems arranged by the
Wikimedia Foundation to support Wikipedia and the rest of its other wiki-b@sepbcts. In this
architecture, the layers containing the Squid servers play a decisiveatéeise they have to manage
with the whole traffic directed to all the Wikimedia projects.

Squid servers are usually used as proxy servers performing wébngadn this way, they can
cache the contents browsed by a group of users to make them availalaliefgequests. This results
in an important decrease of the bandwidth consumption and in a more efiigerdf the network
resources. Furthermore, Squid servers may be used to speed uprwets $y caching the contents
repeatedly requested to them. Under this approach, Squid serveesdte work as reverse proxy
servers because they try to reply to the received requests using thedoeantents. This leads to
a considerable reduction of the workload of both web and databasers@taced behind the Squid
systems.

Therefore, the Squid operation is based on web caching and it is aimeditotlg participation
of the rest of the database and web server systems in operations femtceerving. Thus, when there
is a hit and the requested page can be found on a Squid server and ibidate, the page is directly
served from the Squid and neither the database server nor the web lsave to be involved in the
delivery process. Otherwise, the request is sent to the web serkigis @laborate the corresponding
HTML code and submit it to the Squid for its definitive delivery to the usethdfpage is cacheable,
the Squid stores a copy of it for further requests.

The Wikimedia Foundation server architecture places, from the userggsive, two layers of
Squid servers in front of its Apache and database servers. In thigweesy of the requested contents
can be directly served from the Squid subsystem .In particular, Squidrseare able to manage all
the requests from non-logged users as the corresponding web qgagbes cached because they do
not include, in their HTML code, any customization such as the user namarticydar skins to be
applied when displaying the page.

Currently, there are two large clusters of Squid servers: a primary glustated in Tampa
(Florida, USA), is placed in front of the Apache web servers, datsbasd media storage systems
which are supporting all the wiki projects. Another secondary clustesiiéal in Amsterdam, performs
only web caching. These Squids servers usually run at a hit-rate ohxdpately 85% for text and
98% for media using CARP (Cache Array Routing Protocol). Users’esiguare firstly routed to one
of the Squid clusters using a DNS balancing policy.

As a part of their job, Squid systems do log information about every réghey serve,
disregarding if the sent content comes from the cache or is providecebyeh servers. In the end,
Squid servers register a log line with different information for each sereggquest and these lines are
written to a file or sent to another process through a pipe, as in the caseWikimedia Foundation
log management policy.

3.3.2 The Squid log lines management

Every Squid system deployed as a part of the Wikimedia server archiéeptus its log lines
into 1450-byte packets and sends them to a central aggregatorldaist,wikimedia.org

1. A program calledudp2log is running there and is able to send the received lines to several

destinations which may include log files as well as pipes to other procedses @ log processors.
Its configuration file, fetc/udp2log ), contains several lines, each specifying a destination (file or

http://wikitech.wikimedia.org/view/Squid\_logging
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pipe) and the sampling factor to be used, among other information. When digisapr starts, it reads
the aforementioned configuration file and instantiates a set of log prosesstalizing each with
the arguments provided in the corresponding line of the file. Therefoeey #0g processor will be an
instance of the class defining the file processors or of the one definipiph@rocessors. After this,
the program enters in a loop waiting for packets consisting in buffered leg.liAfter a package is
received, the programs sends the lines contained in it to each instantiafpodegsor.

Every log processor checks whether each received line has to bedl@ggording to its sampling
factor and, if so, it writes the line to the corresponding file, in case of arfilegssor, or to the specified
pipe in case of a pipe processor.

The log lines used in this analysis are sent fromukdp2log program to another one called
log2udp using a pipe processor with a 1/100 sampling factor. Bigludp program, in turns,
sends a UDP-packet stream made up of the lines to a set of destinatiorélosiging to different
universities or research institutions as ours. This program includefer@mee number in each line
that may be used to track possible packet losses.

In the end, ayslog-ng client running in our facilities receives the UDP stream containing the
log lines and writes them to a log file which is daily rotated. Every rotated file ied@tmcluding
the rotation date as a part of its name. Thus, there is a log file containing thedsgdiceived since
the last rotation, i. e., every line received since the time at which the rotatiesponding to the
previous day was performed. Such log files storing the traffic recalueitig a whole day have an
averaged size of 900 MB. and contain approximately 40 million log lines.

For our research purposes, it is very important to remark that we eee/irey a sample from the
central aggregator host of the Wikimedia Foundation. This means thatrtieses taken from the
log lines sent by the whole set of Squid servers. This assures thatevav@iding the influence of
local effects such as, for example, the derived from receiving stielyequests submitted to certain
editions of Wikipedia. In this way, we were not able to determine the percemtathe considered
types of requests directed to each edition of Wikipedia in respect to the tdfal treither to establish
comparisons among the different metrics obtained as they would not lbeeckfe a common portion
of the overall traffic.

3.3.3 The Wikimedia Foundation Squid logging format

Every time a Squid server replies to a user request sending the cardgasgaoontent, it writes down to
a log file the URL submitted by the user or sends it to another process deg@mdits configuration
specifications. Squid servers do not register only the URLs but also stimee important data
concerning the users’ requests. In this way, each Squid log line corsaesal information fields
related to a particular request and can be used as an effective waga@itrad to characterize it.

A general purpose Squid server, working as a reverse proxyjda® several log formats to set
the information logged as a result of its activity. The Wikimedia Foundation Ssgnders use a
customized format for generating their log lines which is summarized in TableFoWever, we
do not receive all this information but just those fields marked as ratenv¢he aforementioned
Table 3.1.

These fields are conveniently described hereafter:

» Squid hostname
Name of the Squid server sending or writing the log line and responsiblereihgethe
corresponding content.
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Field Description Received
Squid Hostname Squid server generating each log line
Sequence number Unique sequence number per log line
GMT time Current GMT time Yes
Request service time (ms)) Total time spent to serve the logged request Yes
Client IP address Client source IP address
Squid request status HTTP Status code ICP specific
Reply size including HTTR Number of bytes transferred to the
headers client (includes overheads) because of TCP/IP headers
Request method Request method (GET, POST, etc.) Yes
URL URL containing the request. Yes
Squid hierarchy status Information about the ICP management
MIME content type MIME header corresponding to the URL
Referer header URI from where the URL was obtained
User-Agent header Information about the agent sending the request

Table 3.1: The Wikimedia Foundation Squid log format.

» Sequence number
Unigue number generated for each of its log lines by a particular Squidrserve

e GMT time
GMT time according to the Squid own clock. The time is obtained when writing the leg lin
and, therefore, just when the requested content has been sent sethe u

* Request service time
Number of milliseconds that the transaction lasted and, thus, involved thd tise@ache. In
the case of an HTTP transaction, this period refers to the interval betive¢ime in which the
request was received and the time at which the Squid server finishagidgéine last byte of the
response.

e ClientIP
IP address of the user sending the request.

e Squid request status/HTTP status code
This field consists of two code numbers separated by a slash. The firsboresponds to the
transaction result whereas the second one is the HTTP response sti\s.g, 200, 304, 404,
etc.). These status codes normally come from the origin server. In soe® basvever, Squid
may be responsible for selecting the corresponding status code. Tdueseare defined by the
HTTP RFC.

* Reply size
Size in bytes of the response sent to the client. It includes the bytesmomcisg to the HTTP
headers.
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* Request method
Specifies the HTTP request method (GET, POST, HEAD, ...) used by the wieaquest a
certain resource.

* URL
The URL submitted by the client specifying a particular content or requestiah.

» Squid hierarchy status
The hierarchy information consists of three items:

— A prefix indicating a timeout for the the ICP replies.
— The way in which the request was handled.

— The IP address or hostname of the peer node to which the requestrwasded in case
of a miss when searching for a given object in the local cache.

* MIME type
The type of the requested content as included in the HTTP replied header.

» Referer header
As specified in the HTTP definitions, tikeferer field indicates the URI of the resource (site,
document, ...) from where the submitted URL was requested.

» X-Forwarded-For
IP address of a client requesting contents through an HTTP proxy @rlalancer. It can be
used to avoid the anonymization derived of the use of a proxy serveinaorder to prevent
abuse or malicious behavior.

» User Agent
As specified in the HTTP definitions, this field contains information about tlee agent
originating the request. This information can be used to produce tailorpdness that fit
particular users requirements.

In this way, the log lines used as the basis for the analysis developed in this #te made
up of the fields marked as received in Table 3.1. Moreover|dg2udp program used to send
the aggregated log lines adds to these fields its own sequence number winidbpendent of the
sequence number registered by each Squid server. As a resultiweargnsecutive lines packed and
sent by this program will also have consecutive sequence numberse Tiambers are, thus, received
as a part of the log lines and can be used to look for packet looses in tRestd&€am containing them.

On the other hand, we are receiving an special field which it is not indlidéhe default Squid
logging format and which indicates whether the request caused a writatiopeto the database. It
is a really valuable field because it may be used to identify the URLSs requestingperations over
Wikipedia articles.

Finally, the syslog-ng client that receives the UDP packet stream add®ip incoming line the
date and the time in which the line is received according to its own clock. Thissfigldars in the first
position of the final format of the log lines used in our analysis. As the Squietss always write their
dates and times in GMT, the datetime field added by our system, which operate€igTitime zone,
just differs from it in one or two hours depending on the consideraticthe@daylight saving time.
This field is not considered in any way and is disregarded automaticallygartalysis in favor of the
time indicated by the Squid servers. Apart from the current time, the sygjadient also registers
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the IP of the host from where each line is received. As expected, thigltihgs to the Wikimedia
aggregator hodbcke.wikimedia.org and does not change so it is neither considered in any
way.

In summary, the log lines received in our facilities are similar to the one presartd. All its
fields have been identified and briefly commented to provide a complete diestdfthe final format
of the analyzed log lines.

(1)May 6 13:46:04 (2)208.80.152.138 (3)22260437 (4)2010- 05-06T13:42:43.827
(5)http://en.wikipedia.org/wiki/Arbil (6)- (7)2 (8)GET

¢ (1) syslog-ng datetime

* (2) Wikimedia Foundation aggregator IP

* (3) Sequence number included by tbg2udp program

¢ (4) Squid datetime

* (5) Requested URL

 (6) Field indicating a save operation (save) or a read one (-)
* (7) Response time

* (8) HTTP request method

Itis also important to note that the log lines we are receiving do not contgipraste information
susceptible of compromising the users’ privacy, such as their IP agdres any other data suitable
of being tracked and resulting in any form of identification. Such kind obrimfation has never
been included in the log lines used in our analysis. Thus, the log lines used indtk have been
completely anonymized in such a way that they preserve individuals praraet confidentiality.

3.3.4 Namespaces and actions

Every article in Wikipedia is said to be in a given namespace according to éfi& pr front of its

title. A Wikipedia namespace defines a set of articles whose title begins withtiaupear prefix

(like User, Wikipediaor Talk) and related among them because of their nature or purpose. For
example, the namespaWdkipediaincludes all the articles describing important concepts, rules as
well as the organization of the Wikipedia itself, whereasWlser namespace gathers all the articles
corresponding to the registered users’ pages.

Although new namespaces can be added, the number of namespaces Wwiknestgines is
typically low. In fact, Wikipedia uses ten built-in namesp&céke Main namespace, in which every
new article is created by default and which has no prefix, and still other, giach with its own
prefix. Moreover, every article in any of these namespaces has itJalwpage, which keeps all the
discussion issues related to the changes introduced in the contents didliee All the “Talk” pages
corresponding to the articles in a given namespace add to their namegpade’ aTalk clause which,
in addition, is translated into the article’s language. In this way, each nageespeonsidered to have
its correspondin@alk namespace. Finally, there are two virtual namespagescialand Media not

2http://en.wikipedia.org/wiki/Wikipedia:Namespace
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Namespace ID| Namespace

-1 Special

0 Main

1 Talk

2 User

3 User talk

4 Wikipedia

5 Wikipediatalk
6 Image

7 Imagetalk

8 MediaWiki

9 MediaWiki_talk
10 Template
11 Templatetalk
12 Help

13 Help_talk
14 Category
15 Categorytalk

Table 3.2: List of namespaces in the English edition of Wikipedia.

properly related to articles. In fact they correspond, respectivethetpages dynamically generated
in response to certain users’ requests and to pages providing infornadtiort the uploaded files.
Table 3.2 summarizes all the namespaces.

In the following we provide a brief presentation of the namespaces nadegetibed:

* Portal
This namespace gathers links related to a particular subject and is intesndadeganization
space devoted to assist the users when browsing and reading thédpecya.

 File or Image
It is the namespace of the pages providing information about the files (ineagts, video, ...)
referred from the articles.

» Mediawiki
It is a restricted namespace which associates the pages containing thé deents to be
displayed as a part of the web interface. Users cannot modify articlessim@émespace to
preserve the web appearance and integrity.

* Template
It is the namespace corresponding to the general code snippets rdedynserted in articles to
make a set of information appear in a common format. For example, articlesragby teams
or noble gases usually include templates to summarize important information.
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» Category
It corresponds to a particular category of articles according to a plarticdassification criterion
such as musical or film genres.

» Book
It is the case of collections of Wikipedia articles which can be easily savedpmorted to a
printable version.

* Help
It includes the articles describing the use of the main features and furigtesaf Wikipedia
itself and its supporting software. It also serves as reference mags@iloing the proper ways
to perform the most common actions as well as the advanced operatiorsowdgrit presents
the appropriate behavioral guidelines.

In any language edition, the titles of the Wikipedia articles consist of two pantsptional
namespace name and the title properly said, separated by a{c$loAs previously said, articles
in the main namespace do not include any prefix and, because of this, if the titlgage contains a
colon, but its initial part is not one of the pre-defined namespaces, dgatip considered to be in the
main namespace.

Namespaces are usually translated into the language corresponding edéam of Wikipedia.
Therefore, theTalk namespace is referred as thalk namespace in the English Wikipedia but as
the Diskussionnamespace in the edition corresponding to the German language. This isadytre
important, specially in the filtering process because the namespace hadteckedaccordingly to
the language edition to which the URL corresponds.

Apart from visits requesting the contents of articles in any given namespaers usually ask
Wikipedia to perform different types of actions. The most common onelisted below:

* requests for editing
A request for editing is submitted every time a user clicks ondtli¢tab of any Wikipedia
article. In response, the user gets thgitext of the article inside a basic editor that allows to
change its content or to add any contribution in an easy way.

 Edits
Actions resulting in write operations to the database. They constitute the lastfete having
created a new article or after having introduced modifications or corradtiothe contents of
an existing one generating a new revision of it.

* Submits
They correspond to the requests for previewing the result of the esgregformed on an article,
for highlighting the changes introduced in a particular revision or to remarldiffierences
between two given ones. Article previewing involves the rendering ofvitgtext in the
corresponding HTML code so it can be displayed in a web browser.oVeeall process does
not include database operation but just needs the web server supggaally, these actions are
submitted to obtain a preview of the introduced changes and prior to asls&wezoperation.

 History
These actions are requested to obtain a page summarizing the conseetgivas/of an article
caused by the introduction of users’ contributions. The dates of thagesiare also presented
allowing to picture the time-line of the evolution of the article.
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3.3.5 Featured articles

Featured articles are considered the best articles all over Wikipediadén  be promoted to this
status, articles, first, have to be nominated and included in an special pagadidates to featured
articles. Usually and prior to their nomination, future candidate articles pemsgin a peer revision
process in which reviewers make suggestions to improve their quality.

Featured articles have to meet a set of criteria apart from the requiredemended to every
Wikipedia article. These criteria cover from a clear and comprehendiitegvof the article to a
proper structure and organization. Other aspects such as stabilityalitglwgs well as length and
citation robustness are also considered.

When an article is nominated for the featured status, editors and reviewstduilta consensus
on whether the article satisfies or not the established criteria. The Wikipedtaréd articles
director (or one of his delegates) determines if the consensus hasdsded and, consequently,
the nomination has to be promoted or archived.

After having been promoted, featured articles which no longer meet tlegilokes criteria will
face a two-step reviewing process aimed to cover their lacks or to extintheshconsideration as
featured. In the first step, reviewers make suggestions about howtitle aould be improved in
aspects such as format, comprehensiveness or accuracy but witbaotince on its permanence in
the featured list. If there is no consensus after this first stage, the artislwHace the second step
in which participants have to declare their position in favor or against thevambthe article from
the featured article list. Every pronunciation has to be presented accmugmnthe corresponding
arguments and will likely be subject of discussion. Finally, when participaatsh a consensus, the
article will be removed from the set of featured articles or let in this group.

As far as our research is concerned, the consideration of an artifdatased can have a notable
influence over its number of visits during the period near its promotion and isaya#ect to the
number of contributions received during the same period. In this waymagiion to the featured
status may result in a meaningful alteration of the pattern of accesses togeeopthe article.
Moreover, we study the changes in the subsequent visits paid to feaigds immediately after
their nomination and in comparison with the period prior to it. In addition, we alatyae the impact,
in the traffic they attract, of featured articles when presented as exanfgesldy contents in the
main pages of Wikipedia editions. Finally, this work evaluates the main diffeszmmong the several
access patterns to the featured articles found in the considered editid¥ikipédia and also the
propagation of this kind of articles across them.

3.3.6 The data feeding in detalil

The analysis presented here is based on a sample of the Wikimedia Fourfsigtiimhlog lines
corresponding to the whole year 2009. As the used sampling factor BasliE0, it means that this
study has involved the analysis and characterization of the 1% of thelldvaifec directed to all the
projects maintained by the Wikimedia Foundation during that year. In getegna$, approximately
15,000 million log lines have been processed in order to be characterizedagly to the directives
of the analysis. In order to avoid storage problems derived from thie Aogunt of information, the
log lines have been processed, filtered and stored month by month. This thalemalysis easier and
results in more manageable database tables which, in any case, holdf gsrh,cabout 90 million
rows.

The analysis developed as a part of this thesis has focused on thediraftied to the Wikipedia
project. In order to ensure that the analysis involved mature and highlyedatiguage editions
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’ Code\ Language | Articles | Monthly pageviews (in Millions) ‘

EN English | 2,700,000 5,615 M
DE German | 888,000 1,271 M
FR French 757,000 489 M
PL Polish 571,000 379 M
JA Japanese| 563,000 1,020 M
IT Italian 540,000 324 M
NL Dutch 516,000 154 M
PT | Portuguese 453,000 174 M
ES Spanish | 436,000 526 M
RU Russian | 354,000 244 M

Table 3.3: Top-ten editions of Wikipedia according to their volumes of artidasuary, 2009).

of Wikipedia, the requests corresponding to the ten largest editions imdag009, according to
their number of articles, have been considered. Moreover, these aeditiene also the top-ten ones
regarding their volumes of traffic (also in January, 2009) which reprtesl by the 91% of the overall
traffic directed to all the editions of Wikipedia. These editions are summarizéahile 3.3 ordered
decreasingly by their number of articles.

As in other previous analyses such as [RGBORO08] or [RGBROO09], tksigHocuses on the
Main, Talk, UserandUser_Talk namespaces. Additionally, and given the case that this study focuses
on the search operations submitted to Wikipedia 3peciahamespace has been also included in the
analysis because it is the one corresponding to the pages generatsgpbinseto the users’ requests
asking for this type of action.

In respect to the actions, this analysis focuses on the ones consistidiggmequests for editing
andhistoryandsubmitrequests because they represent the most common types of interactiertoetw
Wikipedia and its users. URLs specifying search operations for pantitapécs are not considered
properly actions because we are assuming that actions have to beteelqmess concrete articles. In
this way, search actions are always filtered associated tSgheialnamespace, whereas the rest of
actions are filtered considering the article and namespace to which thegiagealpplied.

Although only the normalized information corresponding to the namespacgsaetions
abovementioned is stored into the database, the application performs a cothpleteterization of
the overall traffic providing quantitative results about it. This informationvadléo determine the
percentage of the overall traffic directed to each project maintained bwikiemedia Foundation
and, more important, the number of request pointing to the different editfaivgkgpedia. Moreover,
we also estimate the amount of traffic received by the different Wikipedti@eslin each day of 2009
and, even, the distribution of this traffic according to the day of the weelhinhiit was generated.

3.4 The WikiSquilter application

This section presents the main features of the software tool designeccesldmbd to process the
data feeding used in this analysis in the aim of characterizing the requbstgtedl to Wikipedia. It
is a Java written application which, basically, parses the log lines from the Wikinszjuid systems
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to obtain several information elements contained in their fields. When thegenation elements
comply with the analysis directives, the corresponding lines are condidémeterest and, thus, they
are filtered by the application. Information elements from the filtered log linereléy normalized
and stored into a MySQL database for further analysis. The Java hgaduas been chosen as
the implementation language because of its maturity and popularity as well assbataffers a
complete and powerful API to develop multithreaded applications. On the b#ret, the proved
efficiency of the Java drivers when communicating with databases all@mefieaxt performance ratios
for operations consisting in massive insertions and data recovery. Thisapabilities are decisive
for this work because of the huge amount of data to be processed.

The application has been developed under the namd&haf WikiSquilter projectafter a
capitalization ofWIKImedia SQUId Log filTERNd considering the fact that a “skilter” is some kind
of filtering system for water commonly used in aquariums and fish tanks.WikiSquilterproject
has been released under the GPL v.3 license and it is available at:

http://sourceforge.net/squilter

This tool has been developed with a strong adherence to four imporiacipbes of modern Software
Engineering: robustness, extensibility, flexibility and efficiency. Thdiegion is really robust and,
indeed, it has been able to classify and characterize every single logifitereed in the log files used
in this thesis. That means that it has rightly parsed and filtered more thar01#jBi@n log lines.
This is very important because each log line contains the correspondibgilinitted by a user and
its analysis results in a really intricate task because of issues such as thadanthe translation of
the namespaces, the use of different sets of characters (includimggbaed Arabic alphabets) and
the complexity of the ones requesting different kind of actions such asre=aor edits.

Extensibility has been another leading argument. The module devoted to thaeflathon and
management, and the ones devoted to the processes of parsing and filesengeen completely
differentiated and their coupling reduced to the minimum. This results in anteastend
application with a modular design based on the fundamental principles of tfextQbriented
Programming such as inheritance and polymorphism. In this way, if new fieéddadded to the
logging format in the future, their processing by the application will requidata definition for the
database (in case they are supposed to be stored), an entry forgbequathey can be itemized, and,
finally, a filtering directive which specifies the elements considered integefstirthe research.

Flexibility is achieved by making the analysis parameters fully configurablead) When the
application starts, it builds a logical structure according to the specificativaa 1 a XML file.
This file contains the elements which have to be filtered because of their etatgt as meaningful
for the analysis. The logical structure will serve as the basis for the filt@pegations but also as a
counting mechanism capable of manage several measurements which mill fer application to
provide a useful set of quantitative results just when the analysis ffishe

Efficiency is gained, fundamentally, in two ways. First of all, the applicatimsrunder a
multithreaded approach in which an activity thread is launched for eachléotpfbe processed.
In this way, an independent thread undertakes the analysis of eattulaarfile. This improves
notably the overall performance of the application mainly because it allowkd@tivantage of multi-
processing platforms. Moreover, each thread maintains a dedicatedatimmwith the database in
order to avoid possible bottlenecks or contentions when multiple accessedlstdiltered data are
needed. The other decisive issue is the performance when filtering thedpaformation. In this
case, efficiency is achieved with the use of the logical structure supgadnefiltering process that is
able to determine if an element has to be filtered with O(1) complexity due to itsbessd internal
mechanism.
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The class diagram corresponding to théikiSquilter application detailing the different
implemented classes and the relationships among them is presented in Figuta adHition, a
description of the most important functionalities developed by each clas®imaladed next.

» WikiMediaProjectSAXParser
Defines the SAX parser to be used to process the configuration file \@pgdifie information
items considered of interest for the analysis and, thus, to be filtered. Itsigogicant method
parses the configuration file to extract the information elements to be filtedest@mes them in
an instance of théilter class.

» SquidLogFileProcessor
Class corresponding to the thread objects devoted to process the fitamounthe log lines
from the Squid server systems to be analyzed. Its constructor instantiaes thread to
process and analyze the Squid log lines contained in a given log file. Le@fitecompressed
so their lines are extracted on-the-fly before being processed.

e Main
Defines the main function of the application, which specifies the actions apd efethe
algorithm it implements.

* Filtrableltem
Defines the types of information elements forming the URLs submitted by the insefhsch
the analysis will focus on. The application will parse and filter these typegarimation items
according to the directives of the analysis. This class also establishestmaunmanumber of
information items of each type that can be considered of interest andstlacgptible of being
filtered.

* FilteredWMProject
Defines a Wikimedia Foundation project whose URLs are considered oéstfer the analysis
and specifies the information to be filtered for this project. This information cgegthe
general namespaces, languages, actions and request methodgreghsidinterest for the
project.

« FilteredLanguage
Defines the information attributes for a particular language whose URLsan&dered of
interest and, thus, are going to be processed to filter their information elemeks the
URLs corresponding to each filtered language have to be counted, #w® ioleerits from
the FilteredCountedltentlass. TheFilteredLanguageclass includes the set of namespaces
objects corresponding to the translation into the defined language of tkeatj@amespaces
specified for the project for which the language is considered of irtefeach namespace
will be represented by &ilteredCountedltenobject associated to a nhamespace name inside
a Map structure. This name corresponds to the translation into the defined langtiag
the corresponding general namespace name and will serve as the idgnsifsing of the
namespace for the language. E&ilkeredCountedItenobject representing a namespace name
will hold the database code corresponding to the general namespatieastdng identifying
the translation itself. All the namespaces names consisting on translationssaitieegeneral
namespace will be normalized into the same database code. It is importargitthatogeneral
namespaces to be filtered are specified for each particular project.
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Figure 3.1: WikiSquilter application class diagram.
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* Filteredltem
Defines an information element to be filtered.

* FilteredCountedltem
Defines an information element to be filtered and whose number of occegéngoing to be
counted for statistical purposes

* Filter
Class holding the different information elements considered of interesthiorlog lines
analysis and, thus, to be filtered. Thater class organizes this information using a set of

FilteredWMProjectobjects, defining each the information to be filtered for the corresponding

Wikimedia Foundation project.

Internally, it contains aMap structure storing the objects corresponding to the different

Wikimedia Foundation projects considered of interest. Each project wilepeesented by a

FilteredWMProjectobject and will be stored in the Map structure associated to the string of

characters corresponding to its name.

» DBManager

This class is responsible for all the database management required theiagalysis of the
log lines. Operations involving the database basically consist in the credtibe tables to
hold the filtered information elements and, of course, in inserting them. logerations are
considerably time and resource consuming, so they are sent in patkdbeglatabase server
because their process in group, rather than individually, provides pett®rmance ratios. The
indexing of tables is, surely, the most overloading phase so it is perfoamntt: end of the
process, when all the rows have been inserted. If some tables haveltogdped, this class is
also responsible of retrieving their associated resources such apdisk s

The next sections discuss in detail more questions related to the algoritdnousglement the
parsing and filtering operations and also provide a suitable descriptior afatfa model applied in
the design of the database.

3.4.1 The application workflow

The application receives a set of arguments specifying, among sestbe settings, the files
containing the log lines to be processed. The program, then, launchesepemndent thread for
each indicated file to parse, filter and store the information elements contaiiieddg lines. The
parsing process basically consists in extracting the information elementtlydfrem the log lines
fields and, apart from this, it also entails the parsing of the URL containdéteieach line. Then
the elements are filtered according to the analysis directives and, astaaelstthose of interest are
stored in the database.

The lines received from the Wikimedia Foundation offer a really valuabteimétion source but
they do not include specific information elements to describe certain feaifitee corresponding
requests. However, these elements can be obtained from the URL erdhbiadelech line which,
therefore, has to be parsed looking for specific data serving ascthidzation elements.

More in the detail, the application parser is devoted to obtain the following intimmalements:

1. The Wikimedia Foundation project, such as Wikipedia, Wiktionary or Wikiguim which the
URL is directed.
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2. The corresponding language edition of the project.

. When the URL requests an article, its namespace.

3
4. The action (edit, submit, history review...) requested by the user (if any).
5. If the URL corresponds to a search request, the searched topic.

6

. The title of every requested article or the user's name when a its pepsEm®is requested.

From the elements above, both the Wikimedia project and the language caedéouind out
the requests directed to each Wikipedia edition whereas the requestegrnaaseand the performed
actions may be put in relation with the aim of the corresponding visits. Determihmgitle of
the articles is specially relevant because it can be used as the linking elenmelatte all the URLs
requesting the same article in different namespaces or involving it in diffaxtions.

The parsing process often relies on the use of regular expressioesfiowhether an URL, or a
part of it, matches a given pattern. If so, its components can be obtaimgdoasnmon functions for
string manipulation. For example, when determining the Wikimedia project to whicb®L points
to, this is the regular expression used to check if it corresponds Witkiteonary project:

http://[a-z[A-Z]]{2,3}/.wiktionary.org/. *

This suggests that it is absolutely necessary to get an appropriate kigendbout the manner
in which URLSs are formed and, furthermore, about some of their spedifigponents. On the other
hand, URLs requesting articles in a given namespace, such aalthene, present the following
format:

http://en.wikipedia.org/wiki/Talk:Squid

Apart from the coupling between the article’s title and its namespace, theseaatifiable
elements from the URL are the language and the project. However, UBlssting specific actions
or contents can vary significantly and, as a consequence, the tastoghizing all of them become
really complex and intricate. As an example, URLs requesting searchtiopsraean present different
syntactical structures. This supposes a considerable difficulty whiamoty the searched string.
These are two different types of URLs asking for a search operation:

http://en.wikipedia.org/wiki/Special:Search?search= Linux\&go=Go
http://en.wikipedia.org/w/index.php?title=Special\% 3ASearch&search=Linux

The parser functions have been developed to be aware of speciactdra with may cause
processing errors because they are special characters (i.e. raedatels) in the Java language
or in the syntax of the MySQL querying language. Moreover, a major pmobte due to the
fact that browsers may issue URLs using characters of a given aploaktheir corresponding
Unicode representation. The following URLs use, respectively, thencaharacter (') and its
Unicode codification ("%3A)) to separate namespace and article’s natheaamserve as an excellent
illustration of this situation:

http://fr.wikipedia.org/wiki/Utilisateur:Ajreinoso
http://fr.wikipedia.org/wiki/Utilisateur\%3AAjreino SO
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URLSs belonging to language editions of Wikipedia such as Russian or&sgare logged using
the Unicode representation of their characters. In this way, we havdchabtain the Unicode
representation of the namespaces considered of interest for theiaiaalysey have to be compared
with the ones extracted from the URLs to determine if they have to be filteredto/s previously
mentioned, these namespace names as well as the rest of information elesmargsrierest for the
analysis are specified in the XML configuration figgWPFilter.xml ).

Users request actions by submitting URLSs that look like the following one:

http://de.wikipedia.org/w/index.php?title=Diskussio n:Berlin\&action=edit

In a first parsing stage, they are assigned to the fictittodex namespace. This is a namespace
used by the application to assign a first characterization to the URLSs teguasy action. Once the
requested action has been tracked (in the case above, a requatit fbeeontent of the talk page
of an article), the application filters it if the action is considered of interes# {fikhe presented case
as it is a request for editing). At this point, the title is re-parsed and theeprmmespace (thEalk
namespace for the German edition of Wikipedia) is obtained. If the actiondtaatarest for the
analysis, the URL will remain characterized as in thdexnamespace and it will not be included in
any further statistical calculation nor stored in the database.

The filter process consists in assessing whether an URL has to be cedsidenterest for the
analysis according to directives given for it. This is accomplished bykthgevhether the information
elements it contains, once parsed, has been indicated to be filtered in figeicdiion file.

The application uses an speclashstructure as a part of its filtering entity which is widely
described in the next section. This structure gathers all the elements to kelfdie well as their
corresponding normalized database codes. The application querielsethalfout each information
element. If the element is found in the hash structure the filter returns its noechdii¢abase code to
be included in the corresponding insert statement to be issued to the @atBbagueries to the filter
are issued in such an order that allows to determine the validity of the URLoasasqgpossible.

The pseudo-code describing the algorithm for the overall parsing léevihiy process is presented
below.

get_reference_number_from_log_line
get_date_from_log_line
get_response_time_from_log_line
get_request_method_from_log_line

get URL_from_log_line
parse_Wikimedia_project_from_URL

if (it_is_a filtered_Wikimedia_project )
parse_Language from_URL

filter_Language

if (it_is_a filtered_Language ){
parse_NameSpace_from_URL
filter_NameSpace
get_save_field_from_log_line

if (it _is_a_save action){

action= 'SAVE’

lelse if (NameSpace == 'INDEX’ || NameSpace == 'SPECIAL"){
parse_requested_action_or_search_from_URL
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filter_Action
if (it_is_a_filtered_Action){
parse_title_from_URL
re-parse_NameSpace_from_ URL
if (it_is_a_parsed_NameSpace){
insert_into_Database
}
}
lelse if (it_is_a_filtered_NameSpace){
insert_into_Database
lelse {
discard_URL

}
Jelse{
discard_URL

}
telse{
discard_URL

}

Regarding the efficiency and the performance, the application has beeloped to optimize as
much as possible both the parser and the filtering process. To do so,rffee pperations rely on
the effectiveness of the Java regular expressions. These drgprease compiled once into pattern
objects which are used, from then on, in every subsequent stringcadigfi. The pattern objects
consist in a programmatically optimized representation of the regular eigmessd, because of its
immutable nature, are thread-safe so there are not special conceutiswtchronization when they
are accessed. The optimization of the filtering process, on the other isaaitained with the use
of a hash-based structure as the main part of the filter object. This hasiypgrt allows a O(1)
complexity when querying the filter. Moreover, as the structure holds tleenation elements as
well as their corresponding database codes, the validation of an elemditieieed results, when
successful, in obtaining the normalized value to be used for its insertion inttathbase.

The normalized representation of the information elements from the URL&leved of interest
are stored in three separated database tables. One of them stores thesedahformation elements
whereas another one just registers information related to search opsraiibiere is still another
table which is used to record general information about absolutely all heegsed lines and is
populated when the application runs in promiscuous mode. In this mode, thieafipp registers
information about all the requests submitted to the Wikimedia Foundation projeatsfeom the
data corresponding to the log lines complying with the analysis directivese @lhthe threads have
finished, the resulting tables are indexed by the fields more commonly used gquéhies to the
database.

The figures corresponding to the application running times can serve beghimdicators of the
efforts made on it to take advance of the benefits of the multiprogramming and rovienihe overall
performance. In this way, processing the traffic corresponding tocdewhonth takes approximately
1 day and 6 hours in a quad-core CPU system with 8 GB. of RAM memoryh &ind of traffic
involves more than 1,300 million log lines stored in about 31 or 32 files. Log fikesodated daily so
there is a file related to each day of the month. However, to be more acdheafie corresponding
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to the next day to the monthly period is also included. In this way, the requéstsitted in a given
day but stored in the file rotated the next day, because of time differemeealso considered. It is
important to remark that the previous running time includes the creation of teedador the database
tables. Due to the considerable number of rows stored on the differdes taid the several indexes to
be created in order to speed up future queries, as described in treentrh, the indexation process
takes approximately 1 day which represents by the 80% of the overaligsing time. In summary,
the parsing, filtering and storing of the traffic corresponding to a wholetmisraccomplished, on
average, in 6 hours which means a processing speed of more than E@j0id@s per second.

3.4.2 The filter structure

The most important element taking part in the filtering process is the logicatsteucontaining the
elements to be filtered. It is a special type of map structure childcedHashMapwhich is offered
from the Java Collections Framework. A map structure, or associatiag, awlds pairs consisting in
a key and the corresponding value. So, given a key, the map candxfaskhe associated value. A
map can be supported by several types of underlying structuresngafingm arrays to ordered trees,
which allow different performance ratios. The most efficient one is tkh table that stores each value
of a given set of pairs in a table using the hash code of the key as intliexpvides constant-time
operations of insertion and recovery over the map. On the other handatheCollection interface
allows to get an iterator object which can be used to navigate through tleediffelements of a
particular collection. In the case of maps, the order of the elements retoyrtea different iterators
obtained from the same map can vary if there is not an additional structupetdysa particular
order. This is the main feature of thenkedHashMaghat maintains d.inkedListwhose elements
point to the objects of the map. In this way, the order of the elements in the ligispands to the
order in which the elements of the map were inserted into it. Any iterator reguesés the map
will navigate through the list, so the iteration order will be always the same. dnMikisquilter
application, the order in which elements are recovered has to be constamtde sometimes it is
related to the normalization values used for the database operations.

Once the WikiSquilter project Main class is started, it parses the XML caoraigun file to built
up the aforementioneldinkedHashMagilter structure. The XML file allows to specify the different
elements to be filtered making the application flexible and fully configurable totimeaims of each
specific analysis. The parsing of the XML file is done with the Java implementfdiotne SAX
(Simple API for XM\ parser interface.

The XML configuration file contains ®WikimediaProjectag for every project supported by the
Wikimedia Foundation whose URLSs are relevant for the analysis. Foragaating tag corresponding
to a Wikimedia project, a database code and a name are assigned as atffbildesng this tag, the
set of general namespaces considered of interest for the giv@tipane specified. As previously
mentioned, namespaces are translated into every particular languagetaytthey are specified
as a generic list using the names given in the English version of Wikipediardbr to make the
application and the future queries to the database more efficient, namesphde stored using a
code which does not depend on the language but only on the namesgidfceMisre in detail, the
code for each namespace will consists in its position in the aforementioned hst. nfeans that
two URLSs requesting articles in thialk namespace for the English Wikipedia and in Bigkussion
namespace for the German one are both stored with the database cedp@oding to the position
of the genericTalk namespace in the namespaces list. This is the reason for which elements in the
filter structure has to be returned always in the same order, so thatrassmmespace remains bound
to its position in the list containing all of them and, thus, to the same database Afidegeneral
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namespaces, particular languages considered of interest for thetotijgv. For each one of them,
the translations for every general namespace defined for the prejetd be specified. Again the
order is important, as translations are given in the same order as cord#spgeneral namespaces
were specified. Finally, the requested actions to be filtered for the pane&stablished along with
the HTTP requesting methods. The additiolmalexnamespace, which does not belong to the set of
namespaces of Wikipedia, is maintained to be assigned to the URLs requesiimg &n which the
analysis is not interested or in the case that the action has to be filtered bantlespace to which it
is referred is not in the filtered list. In any case, URLSs assigned to thatspane will not be stored
into the database unless the application runs in promiscuous mode. In thigwaseURL, filtered
or not, is stored in an special table for further analysis.

The content of the XML configuration file used for the analysis perforased part of this thesis
is presented next:

<Filter_cfg>
<WikiMediaProject dbCode="0" name="WIKIPEDIA">
<NNSS_INDEXES>
<NSINDEX>ARTICLE</NSINDEX>
<NSINDEX>INDEX</NSINDEX>
<NSINDEX>ARTICLE_TALK</NSINDEX>
<NSINDEX>USER</NSINDEX>
<NSINDEX>USER_TALK</NSINDEX>
<NSINDEX>SPECIAL</NSINDEX>
</NNSS_INDEXES>
<Language dbCode="EN" name="ENGLISH">
<NameSpaces>
<NS>Talk</NS> <NS>User</NS>
<NS>User_Talk</NS> <NS>Special</NS>
</NameSpaces>
</Language>
<Language dbCode="DE" name="GERMAN">
<NameSpaces>
<NS>Diskussion</NS> <NS>Benutzer</NS>
<NS>Benutzer_Diskussion</NS> <NS>Spezial</NS>
</NameSpaces>
</Language>
<Language dbCode="ES" name="SPANISH">
<NameSpaces>
<NS>Discusi%C3%B3n</NS> <NS>Usuario</NS>
<NS>Usuario_Discusi%C3%B3n</NS> <NS>Especial</NS>
</NameSpaces>
</Language>
<Language dbCode="JA" name="JAPANESE">
<NameSpaces>
<NS>%E3%83%8E%E3%83%BC%E3%83%88</NS> <NS>%E5%88PHBPHAB%E8%80%85</NS>
<NS>%E5%88%A9%E 7%94%A8%E8%80%85%E 2%80%90%E 4% EBoeABAeBH </NS>
<NS>%E7%89%B9%E5%88%A5</NS>
</NameSpaces>
</Language>



3.4 The WikiSquilter application

67

<Language dbCode="PL" name="POLISH">
<NameSpaces>
<NS>Dyskusja</NS> <NS>Wikipedysta</NS>
<NS>Dyskusja_wikipedysty</NS> <NS>Specjalna</NS>
</NameSpaces>
</Language>
<Language dbCode="FR" name="FRENCH">
<NameSpaces>
<NS>Discuter</NS> <NS>Utilisateur</NS>
<NS>Discussion_Utilisateur</NS> <NS>Special</NS>
</NameSpaces>
</Language>
<Language dbCode="IT" name="ITALIAN">
<NameSpaces>
<NS>Discussione</NS> <NS>Utente</NS>
<NS>Discussioni_utente</NS> <NS>Speciale</NS>
</NameSpaces>
</Language>
<Language dbCode="PT" name="PORTUGUESE">
<NameSpaces>
<NS>Discuss%C3%A30</NS> <NS>Usu%C3%A1lrio</NS>
<NS>Usu%C3%Alrio_Discuss%C3%A30</NS> <NS>Especial</N S>
</NameSpaces>
</Language>
<Language dbCode="NL" name="DUTCH">
<NameSpaces>
<NS>Overleg</NS> <NS>Gebruiker</NS>
<NS>Overleg_gebruiker</NS> <NS>Speciaal</NS>
</NameSpaces>
</Language>
<Language dbCode="RU" name="RUSSIAN">
<NameSpaces>
<NS>%D0%9E%D0%B1%D1%81%D1%83%D0%B6%D0%B4%D0%B5sEeBE3D0%B5</NS>
<NS>%D0%A3%D1%87%D0%B0%D1%81%D1%82%D0%BD%D0%BAYE>0%B
<NS>%D0%9E%D0%B1%D1%81%D1%83%D0%B6%D0%B4%D0%B5sEXDeB&ERD0%B5
_%D1%83%D1%87%D0%B0%D1%81%D1%82%D0%BD%D0%B8%IBoRAGD
<NS>%D0%A1%D0%BB%D1%83%D0%B6%D0%B5%D0%B 1% D0%WBDYHEFBN S>
</NameSpaces>
</Language>
<Actions>
<Action>edit</Action>
<Action>history</Action>
<Action>save</Action>
<Action>submit</Action>
<Action>search</Action>
</Actions>
<Methods>
<Method>GET</Method>
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<Method>HEAD</Method>
<Method>POST</Method>
<Method>LOCK</Method>
<Method>NONE</Method>
<Method>OPTIONS</Method>
<Method>CONNECT</Method>
<Method>PROPFIND</Method>
<Method>PURGE</Method>
<Method>PUT</Method>
</Methods>

</WikiMediaProject>
</Filter_cfg>

In this thesis we focus only on the URLSs directed to ten editions of Wikipedidraagbarticular
set of both namespaces and actions. However, the analysis can beegtesilged to other projects,
languages, namespaces or actions simply by including them in the XML coatfiyu file. This
feature makes the WikiSquilter project a versatile tool in order to analyzeveralbtraffic directed
to all the Wikimedia Foundation projects.

As previously stated, after having extracted each information elemenigdiwérparsing process,
the filter is queried in order to determine if the given element is consideredtarfest and, in
consequence, has to be stored in the database. The filter is called wodeman function invocation
although it is important to note that the filtering of each information element isl@sthe previous
filtered ones. As an example, the targeted Wikimedia Foundation project wiktfgst information
element to obtain and filter. However, the filtering process of the languditiereof the project has
to considerer the project itself because it is possible, for example, to fikesRLs addressed to
the japanese edition of Wikipedia but not to filter them if the project is Wikityserdoreover, the
WikiSquilter application will allow to parse and to filter specific namespaces,rectind methods for
each particular project.

Apart from being used in the filtering operation performed by the WikiSqudfglication, the
filter structure also serves for accounting purposes and, in factskbepnumber of filtered items
corresponding to each information element: language, namespace, attonThis is done by
maintaining a counter for each element to be filtered which is increased eaclhtinghe given
elementis found in a submitted URL. As a result, the application is able to offetistal information
about the log files processing immediately after it finishes. This informaticarbe@vailable as a
summary of the overall processing and does not involves any query tiathkbase. Of course, during
the development stage the information obtained in this way has been contsésiéise one held by
the database. As this structure is accessed by all the running threadsuitiimg operation has to be
done in a synchronized way to avoid inconsistencies. To preservieréycthe use of a giant lock are
completely disregarded and only the add instruction is performed in mutdakext. An example of
the data offered directly by the WikiSquilter application is presented below.

Total Elapsed Time: 2 days 19 h. 44 min. 14 sec.
TOTAL FILTERED PROJECTS: 1

*kkkkk NNSS#xk*

--dbCode: 0 name: ARTICLE Total: 86522371
--dbCode: 1 name: INDEX Total: 116980804
--dbCode: 2 name: ARTICLE_TALK Total: 369946
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--dbCode: 3 name: USER Total: 208097

--dbCode: 4 name: USER_TALK Total: 210489

--dbCode: 5 name: SPECIAL Total: 13165404

x| ANGUAGES* [

dbCode: EN Name: ENGLISH NSNumber: 6 Total NS Filtered: 5546 3209 NNSS: [
--dbCode: 0 name: ARTICLE counter: 48014271,

--dbCode: 1 name: INDEX counter: 57621876,

--dbCode: 2 name: TALK counter: 202555,

--dbCode: 3 name: USER counter: 101850,

--dbCode: 4 name: USER_TALK counter: 96680,

--dbCode: 5 name: SPECIAL counter: 7047853] No Filtered NSS 1 4266744,

dbCode: DE Name: GERMAN NSNumber: 6 Total NS Filtered: 12905 529 NNSS: [
--dbCode: 0 name: ARTICLE counter: 9589448,

--dbCode: 1 name: INDEX counter: 11127385,

--dbCode: 2 name: DISKUSSION counter: 30568,

--dbCode: 3 name: BENUTZER counter: 31858,

--dbCode: 4 name: BENUTZER_DISKUSSION counter: 18482,

--dbCode: 5 name: SPEZIAL counter: 3235173] No Filtered NSS . 875851,
dbCode: ES Name: SPANISH NSNumber: 6 Total NS Filtered: 5062 410 NNSS: [

--dbCode: 0 name: ARTICLE counter: 4510621,

--dbCode: 1 name: INDEX counter: 13044626,

--dbCode: 2 name: DISCUSI%C3%B3N counter: 22164,

--dbCode: 3 name: USUARIO counter: 13036,

--dbCode: 4 name: USUARIO_DISCUSI%C3%B3N counter: 14520,

--dbCode: 5 name: ESPECIAL counter: 502069] No Filtered NSS . 609726,
dbCode: JA Name: JAPANESE NSNumber: 6 Total NS Filtered: 102 52415 NNSS: [

--dbCode: 0 name: ARTICLE counter: 9225701,

--dbCode: 1 name: INDEX counter: 10750417,

--dbCode: 2 name: %E3%83%8E%E3%83%BC%E3%83%88 counter: 30389,

--dbCode: 3 name: %E5%88%A9%E7%94%A8%E8%80%85 counter: 11354,

--dbCode: 4 name: %E5%88%A9%E7%94%A8%E8%80%85%E2%80%EN%BCY%IAWUES%AI%B1 counter: 11430,
--dbCode: 5 name: %E7%89%B9%E5%88%A5 counter: 973541] No F iltered NSS: 515453,

dbCode: PL Name: POLISH NSNumber: 6 Total NS Filtered: 37475 42 NNSS: |
--dbCode: 0 name: ARTICLE counter: 3408563,

--dbCode: 1 name: INDEX counter: 6403491,

--dbCode: 2 name: DYSKUSJA counter: 6677,

--dbCode: 3 name: WIKIPEDYSTA counter: 8990,

--dbCode: 4 name: DYSKUSJA WIKIPEDYSTY counter: 4167,

--dbCode: 5 name: SPECJALNA counter: 319145] No Filtered NS S: 289966,

dbCode: FR Name: FRENCH NSNumber: 6 Total NS Filtered: 42159 99 NNSS: [
--dbCode: 0 name: ARTICLE counter: 4076718,

--dbCode: 1 name: INDEX counter: 5876883,

--dbCode: 2 name: DISCUTER counter: 33111,

--dbCode: 3 name: UTILISATEUR counter: 15982,

--dbCode: 4 name: DISCUSSION_UTILISATEUR counter: 21915,

--dbCode: 5 name: SPECIAL counter: 68273] No Filtered NSS: 1 106882,
dbCode: IT Name: ITALIAN NSNumber: 6 Total NS Filtered: 3214 070 NNSS: [

--dbCode: 0 name: ARTICLE counter: 2855021,
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--dbCode:
--dbCode:
--dbCode:
--dbCode:
--dbCode:

a b W N PP

dbCode: PT
--dbCode: 0

--dbCode:
--dbCode:
--dbCode:
--dbCode:
--dbCode:

a b~ W N

dbCode: NL
--dbCode: 0

--dbCode:
--dbCode:
--dbCode:
--dbCode:
--dbCode:
dbCode: RU
--dbCode:
--dbCode:
--dbCode:
--dbCode:
--dbCode:

A WN P

5

name:
name:
name:
name:
name:
Name:
name:
name:
name:
name:
name:
name:
Name:
name:
name:
name:
name:
name:
name:

Name:

name:
name:
name:
name:
name:

INDEX counter: 3278845,

DISCUSSIONE counter: 13792,

UTENTE counter: 7835,

DISCUSSIONI_UTENTE counter: 14360,
SPECIALE counter: 323062] No Filtered
PORTUGUESE NSNumber: 6 Total NS Filtered: 1

ARTICLE counter: 1522917,
INDEX counter: 3866358,

DISCUSS%C3%A30 counter: 7751,
USU%C3%A1RIO counter: 4805,

NSS

1 310118,

713328 NNSS:

USU%C3%A1RIO_DISCUSS%C3%A30 counter: 1 3287,
ESPECIAL counter: 164568] No Filtered NSS

DUTCH NSNumber: 6 Total NS Filtered: 153309

ARTICLE counter: 1325065,
INDEX counter: 1714624,
OVERLEG counter: 7101,
GEBRUIKER counter: 4838,

OVERLEG_GEBRUIKER counter: 9933,

SPECIAAL counter: 186161] No Filtered NSS

RUSSIAN NSNumber: 6 Total NS Filtered: 2368

ARTICLE counter: 1994046,
INDEX counter: 3296299,

%D0%9E%D0%B1%D1%81%D1%83%D0%B6%De8bB4B5%D0%BD%D0%B8%D0%B5 counter:
%D0%A3%D1%87%D0%B0%D1%81%D1%82%D0%ER:B8%D0%BA counter: 7549,
%D0%9E%D0%B1%D1%81%D1%83%D0%B6%D08bB40B5%D0%BD%D0%B8%D0%B5_

: 183072,
8 NNSS: |

1 159050,
707 NNSS: [

%D1%83%D1%87%D0%B0%D1%81%D1%82%D0%BD%D0%B8% BaBeswmer: 5715,

--dbCode: 5 name: %D0%A1%D0%BB%D1%83%D0%B6%D0%B5%Da8%BD%D0%B0%D1%8F

counter: 345559]
No Filtered NSS: 374073]

wxxk ACTIONSe*x [

--dbCode: 0 name:
--dbCode: 1 name:
--dbCode: 2 name:
--dbCode: 3 name:
--dbCode: 4 name:
reek METHODS*+ [
--dbCode: 0 name:
--dbCode: 1 name:
--dbCode: 2 name:
--dbCode: 3 name:
--dbCode: 4 name:
--dbCode: 5 name:
--dbCode: 6 name:
--dbCode: 7 name:
--dbCode: 8 name:
--dbCode: 9 name:

As shown, the total elapsed time as well as the number of URLSs correspgaiodéiach particular

EDIT counter: 1513211,
HISTORY counter. 310864,
SAVE counter: 109230,
SUBMIT counter: 103053,
SEARCH counter: 9363612]

GET counter: 99704420,
HEAD counter: 398210,
POST counter: 367783,
LOCK counter: 200,
NONE counter: O,
OPTIONS counter: 5121,
CONNECT counter: 0,
PROPFIND counter: 563,
PURGE counter: 0,

PUT counter: 6]

[

15838
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namespace are presented. Following, for each considered langbageimber of URLs found in
the different namespaces are provided. Finally the totals for the diffaretyzed actions and HTTP
requesting methods (not aggregated by language but per projecteaenfed.

3.4.3 The database schema

Because of the enormous amount of data to be processed as a parsafdijghe role played by the
underlying databases became specially relevant. In fact, the databaemdeshas the main storage
support for all the information elements filtered by tMkiSquilterapplication and the basis for the
subsequent queries devoted to extract the data involved in the analysisial in this thesis.

In this way, to conduct properly our analysis | decided to set up two datab Thesquidlogs
database is the largest and most important one and it is meant to store allotmeaitibn elements
from the URLs considered as important according to the directives ofoallysis. This database
is filled by theWikiSquilterapplication after having parsed and filtered the Squid log lines contents.
On the other hand, thenalysisdatabase, is much more smaller and was conceived as the result of
an aggregation process over the data stored in the previous one alvédhivothe set of statistical
calculations developed as a part of this thesis. The main goal pursued witetlond database was,
of course, the acceleration of all the queries to be issued as a partstatistical examinations.

Among the different database management systems, the MySQL servehosen because of
its release as free software under the GNU General Public Licenseemadide of the availability
of a highly optimized driver allowing Java applications to access and manipldtbases through
the Java Database Connectivity (JDBG)PI. Moreover, MySQL offers the speciainodbstorage
engine, specially designed to achieve adequate performance ratios tiosguhat require to store
large amount of data.

The Entity-Relationship (E-R) diagram of the database storing the informat@ments from
the Squid log lines is presented in the figure 3.4.3. Again, it is important to rethatkall the
information fields extracted from the Squid log lines are adequately normaligmdto their storage
on the database. This resultin a great saving of space and improvesfibrenance of the subsequent
gueries involving those fields.

All the database tables are conveniently described next:

« FilteredMediaWikiProjects
This table holds the Wikimedia Foundation projects considered of interesanfapecific
analysis and their corresponding database codes as specified in thecotMuration file.
The value of the code will be used as the primary key.

« FilteredLanguages
This table keeps the language editions to be filtered for each Wikimedia pdaced as an
object of analysis. Languages are stored using ISO 639 2-letter andéxoth the project code
and the language one form the primary key.

* FilteredNNSS
This table stores the namespaces corresponding to each project in whighatlysis focuses
on. The namespace codes are assigned basing on the order in whicherspecified in the
XML file. As in the case of the languages, the primary key consist of botpritiect code and
the namespace one.

* FilteredActions
Table holding the actions submitted by the users that the application will filter. @iena
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"] FilteredLanguages v
FMWP_wpr_id TINYINT(3)
lang_id VARCHAR(2)
lang_name VARCHAR(15) ==

"] AllRequests v
cr_ref_number INT(10)
cr_date_time DATETIME
cr_lang_id VARCHAR(2)
cr_content_type VARCHAR(4)

PRIMARY
fk_FilteredLanguages_filteredmwprojects1 j FilteredRequestMethods v cr_url VARCHAR(512)
& FMWP_wpr_id TINYINT(3)

1 more.

FMWP_wpr_id TINYINT(3)
rm_id TINYINT(3) PR — 1<
rm_name VARCHAR(10)

v
PRIMARY
fk_AlIRequests_FilteredMediaWikiProjects1

E3
I
|
|
|
|
|
|
|
|
|
|

|
|
|
PRIMARY | fk_AllRequests_FilteredLanguages1
rm_ind_name |
fk_filteredregmethods_filteredmwprojects1 } F
+ |
S I
1] |
] FilteredMediaWikiProjects v } } }
wpr_id TINYINT(3) e o
wpr_name VARCHAR(20) L
| |
M I I
PRIMARY | |
wpr_ind_name | |
1 I | |
| A A
} M (7= s v | FilteredActions v
| AR _cr_ref_number INT ‘ FMWP_wpr_id TINYINT(3)
} AR_cr_date_time DATETIME ¥ action_id TINVINT(3)
| ftitle VARCHAR(512) action_name VARCHAR(15)
| f_resp_time INT(11) v
(————— _
e o f_mds_hash CHAR(32) . ! PRIMARY
& f_wpr_id TINYINT(3) " | fk_filteredactions_filteredmwprojects1
% f_lang_id VARCHAR(2) }
% f_ns_id TINYINT(3) |
& f_action_id TINYINT(3) I
& f_rm_id TINYINT(3) }
v |
~ |
] FilteredNNSS v - — —A< PRIMARY Pl ————
e S TIVINT | fk_Filtered_filteredmwprojects
) —wert ® } fk_Filtered_filterednnss1
ns_id TINVINT(3) | fk_Filtered_AllRequests1
ns_name VARCHAR(20) W fic_FilteredRequests._FilteredActions1
\/ fk_FilteredRequests_FilteredLanguages1
PRIMARY &
ns_ind_name — —

fk_filterednnss_filteredmwprojects1

] SearchRequests v
FR_cr_ref_number INT(10)
FR_cr_date_time INT
f lang_id VARCHAR(2)
f_search VARCHAR(30)
f_md5_hash CHAR(32)

>

Figure 3.2: Entity-Relationship Diagram for the database used to store threnatfon elements
considered of interest by our analysis.
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codes are also assigned from their specification order in the XML file anstitute a part of
the primary key together with the project code.

« FilteredRequestMethods
This table contains all the methods for submitting requests supported in the ptdideol and
their corresponding database codes after the specification given irMhecnfiguration file.
As the request methods are specific for each project, their databaseddhe project one
will make the table’s primary key.

* FilteredRequests

One of the most important tables because it is used to store information frdoRibefiltered
by the application when it considers that their fields meet the criteria estabfishe particular
analysis. Different information elements extracted from the URL are awaymalized during
the filtering process prior to their storage and, therefore, most of fiettissitable act as foreign
keys to the previously described tables. It is important to note that as the titie ofquested
page is stored to relate different types of requests involving the same dtiademputed md5
hash is also stored to speed up the queries having to group the table rtwvesdsticle title.

« SearchRequests
This table keeps the strings submitted by users in search operations. sftiege are held
separately because their storage in BileeredRequestsable will produce a vast amount of
NULL values in the table rows, just one for each URL not requesting a sepechtmn.

 AlIRequests
This table maintains basic information about all the requests directed to ang dfikimedia
Foundation projects. This information is registered when the WikiSquilter agicruns in
promiscuous mode.

As theFilteredRequesttable will participate in most of the queries, several indexes are created
over its fields. Specifically, an index will be created over each foreigrni«enother table. Indexes
are created after all the rows have been inserted in order to avoidsesetgs@nd progressively slow
insert operations.

In order to improve the insertion process, there are several connettitime database which are
maintained separately. In this way, each thread in charge of procedsigdile will maintain its own
connection to the database to prevent bottlenecks and row blocking ésaessult of the concurrent
operations performed by the other threads. Moreover, the insertopes are not sent individually
but in 500 row packages in order to achieve a better I/O performanctedhe use of larger written
operations instead of several individual ones.

Figure 3.4.3 shows the Entity-Relationship diagram corresponding tarthlkysis databaseAs
previously mentioned, the tables of this database are filled with differenltsdsom aggregation
queries involving the data stored in tequidlogdatabase described above. This process has been
completely automated by using bash and MySq| scripting.

In the following an adequate description of the tables contained in this datea®vided:

* Visited2009
This table stores the number of Wikipedia articles corresponding to theeafiffeonsidered
namespaces and language editions visited in every day of 2009.
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"] FilteredLanguages v
FMWP_wpr_id TINYINT(3)
lang_id VARCHAR(2)
lang_name VARCHAR(15) ==

"] AllRequests v
cr_ref_number INT(10)
cr_date_time DATETIME
cr_lang_id VARCHAR(2)
cr_content_type VARCHAR(4)

PRIMARY
fk_FilteredLanguages_filteredmwprojects1 j FilteredRequestMethods v cr_url VARCHAR(512)
& FMWP_wpr_id TINYINT(3)

1 more.

FMWP_wpr_id TINYINT(3)
rm_id TINYINT(3) PR — 1<
rm_name VARCHAR(10)

v
PRIMARY
fk_AlIRequests_FilteredMediaWikiProjects1

E3
I
|
|
|
|
|
|
|
|
|
|

|
|
|
PRIMARY | fk_AllRequests_FilteredLanguages1
rm_ind_name |
fk_filteredregmethods_filteredmwprojects1 } F
+ |
S I
1] |
] FilteredMediaWikiProjects v } } }
wpr_id TINYINT(3) e o
wpr_name VARCHAR(20) L
| |
M I I
PRIMARY | |
wpr_ind_name | |
1 I | |
| A A
} M (7= s v | FilteredActions v
| AR _cr_ref_number INT ‘ FMWP_wpr_id TINYINT(3)
} AR_cr_date_time DATETIME ¥ action_id TINVINT(3)
| ftitle VARCHAR(512) action_name VARCHAR(15)
| f_resp_time INT(11) v
(————— _
e o f_mds_hash CHAR(32) . ! PRIMARY
& f_wpr_id TINYINT(3) " | fk_filteredactions_filteredmwprojects1
% f_lang_id VARCHAR(2) }
% f_ns_id TINYINT(3) |
& f_action_id TINYINT(3) I
& f_rm_id TINYINT(3) }
v |
~ |
] FilteredNNSS v - — —A< PRIMARY Pl ————
e S TIVINT | fk_Filtered_filteredmwprojects
) —wert ® } fk_Filtered_filterednnss1
ns_id TINVINT(3) | fk_Filtered_AllRequests1
ns_name VARCHAR(20) W fic_FilteredRequests._FilteredActions1
\/ fk_FilteredRequests_FilteredLanguages1
PRIMARY &
ns_ind_name — —

fk_filterednnss_filteredmwprojects1

] SearchRequests v
FR_cr_ref_number INT(10)
FR_cr_date_time INT
f lang_id VARCHAR(2)
f_search VARCHAR(30)
f_md5_hash CHAR(32)

>

Figure 3.3: Entity-Relationship Diagram corresponding to the databagagad to improve the
statistical analysis.
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» Saved2009
This table holds the number of Wikipedia articles that have been object afiboperation
(resulting in a write operation to the database) in each day of 2009. The snticlg also
correspond to any of the different namespaces and language ediimidered in the analysis.

* Actions2009
This table stores the number of the different actions considered in thesan@ith the
exception of the edit operation registered in the previous table) that lesre gerformed on
the Wikipedia articles, again for each day of 2009. As in the previous tathlestargeted
articles may correspond to any of the different namespaces and langdiigns considered in
this work. Actions reported by this table may consist in requests for editiatpria reviews,
search requests or submit requests.

* Articles2009
This table stores the number of times that a certain article has been visitedlgedhiroany of
the considered actions during each month of 2009. The huge amount whatfon does not
allow to register this information in a daily basis so | chose to provide it by momtimprove
subsequent queries performance, articles are just referred by thdigest of their title. In this
way, results from queries involving this table can be easily crossed withiitdred table from
the squidlogdatabase to obtain the sources titles of the corresponding articles. In additio
the month, the namespace and language edition of each article is also stoliedahlth

3.5 Validation and statistical examination

Following sections introduce the methodological developments conductedidatgathe results
presented in this thesis as well as to offer a suitable answer to the regeastion stated in chapter 1.
Therefore, the different procedures together with the statistical exéionisand tests used to perform
our analysis are conveniently described in the following.

3.5.1 \Validation

To ensure the validity of the sample we are receiving and, more importang pfalsessing of the log
lines performed by the WikiSquilter application, we have compared some oésults with the ones
offered by the Wikimedia Foundation itself, because the data emanating foam kie considered as
the most reliable information source. It is important to recall that the samplatgrfased to take the
sample we are receiving is 1% and that Erik Zatche’s site is based on theditgsted by Mitouzas
which, as mentioned above, are absolute and do not correspond taraplirgy process. Thus, if the
processing of the data has been rightly driven, our measures have t@aimaire ratio consisting in
the sampling factor in respect to the ones corresponding to the overid.ti&hd that is just what
| have confirmed by comparing the number of visits and edit operations dillsrehe WikiSquilter
application with the information provided in the Erik Zatche’s site about Wikipédia

Moreover, | have compared the results obtained byil@Squilterapplication with the findings
of previous works such as Ortega’s doctoral thesis [Ort09]. To getl#ta involved in his thesis,
Ortega developed a software tool callédkiXRaythat allows to automatize the analysis of the
dump files containing the Wikipedia articles and their different editions over ti®e, although

3http://stats.wikimedia.org
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this work analyzes quantitatively the Wikipedia contents and some other imptozEos such as
quality, reputation or authoring dynamics related to them, its analytical softwatellows to find
out some measures such as the number of edits (edit operations) that campared with the ones
obtained from the analysis presented in this thesis. More in detail, | haveateththe number of
edits performed on articles of the considered Wikipedias correspondiagcto month of 2009 and
belonging to the main namespace. As Ortega’s data are obtained from Wékihadp files, they
refer to the total number of these operations performed by the Wikipedis. US&course, each one
of these operations is requested by the corresponding URL. Bechilé® the relation of our data in
respect to the Ortega’s ones is expected to be equivalent to the samptimgused for the data feed
we receive, i. e., the 1%

In addition, | have compared our traffic estimations with some of the traffic titatigrovided
by third-party sites such as Alexa. In this case, our interest is focuseateotraffic attracted by
each particular edition of Wikipedia. Thus, Alexas’s figures aboutdarbain traffic for a three
month period from October till December 2010 have been compared with ffie ttearacterization
performed by the WikiSquilter application.

Finally, | have also compared the results offered by some of the initiatisesitded in chapter 2
with the ones obtained in this analysis. Most of these results are based Mitdbeas’s logs which
are also the source of the abovementioned Zatche’s portal. In ordegitbradundancy, a reduced set
of this information has been considered for comparisons purposes.

In any case, if a high degree of similarity is obtained when comparing thealitfeneasures, we
may guarantee the validity of the data involved in this analysis as well as thedun@t developments
performed as a part of it. In this case, the sample we used would be ps\sgnificant enough for
the aims of the analysis and the method for obtaining it could be considerelibdda. Regarding the
WikiSquilterapplication, a positive match between its results and the ones provided bynitihéves
and analysis would validate its operations of parsing and filtering and weuidipus to affirm that
very few, if any, of the URLSs that are objective of the analysis have lksregarded. Summarizing,
a positive assessment of the portion of our results that is also offeretheysources would allow us
to be more confident about the validity and accuracy of the rest of them.

3.5.2 Traffic characterization

To analyze the traffic directed to the considered editions of Wikipedia in thefdatermining the
different types of requests comprising it and their respective freziegrnwe have processed the log
files containing the requests registered by the Wikimedia Foundation Squ&tsesing a software
tool included as a part of the WikiSquilter project. This tool uses regularessions to characterize
and compute the different URLs contained in the file. Characterizatiorimam undertaken in such
as thorough way as for the filtering process. In this way, we determine tkienédia Foundation
project pointed by the URL's as well as the specific edition of Wikipedia tadgetés requests
for images and other resources do not refer any specific Wikimediadation project, they have
computed in a separate category at the same level as the Wikimedia Foundajgabsp This is due
to the fact that these resources have to be uploaded first to the platfdirfr@am them on, they can
be referred from articles belonging to Wikipedia but also from articlesesponding to other projects
like Wikiquote, Wikiversity and so on. Apart from the corresponding Wikillag-oundation project
and the particular edition of Wikipedia, we have also obtained the amountfi transisting in
visits to articles in any namespace or in edit operations on them. This informaisooeen obtained
separately for each considered Wikipedia edition. Our main goals hereléntdwcompare the ratios
of the different requests in the considered Wikipedias. We also intendifg theat most of the traffic
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is directed to the namespaces considered in this thesis for both visits angerditions. The amount
of traffic specifying search operations or any other action is, in the saageoalculated in purpose
of assessing the proportions that correspond to the ones filtered fahéisis. Ideally, taking into
account that search questions are not applied to any article in parti@dauge they are issued to
recovery the list of the ones that cover a certain topic, it is expected tihapplication filters all of
them and stores the corresponding information into the database.

3.5.3 Temporal patterns

The finding of temporal patterns presenting how users’ requests dréutisd over time is one of
the main aims of this thesis. Temporal patterns have been considered asveepequences of
a certain distribution of requests throughout different time units. In this wesy have used the
information stored in the analysis database as the main data sources as itatabfedds were
defined considering a subsequent temporal characterization ofsteques an example, the day-of-
the-week field was added to the tables in order to allow faster queries atrttpsrtal unit level. So,
we obtained the distributions of the different types of requests throtgieyeral time periods such
as months, weeks and, of course, the whole year. This analysis wisléarterms of general traffic
as well as separately for each considered edition of Wikipedia in the airatefrdining similarities
and differences in the temporal habits when accessing Wikipedia. Squid tiregis¢ered always
using GMT time, so requests from different time-zones are groupedvagithe same time although
their issues, regarding their local time-zones, were performed at féyedt times. Without having
geo-location information it is not possible to establish the local time in which stgjueere issued,
specially when Wikipedias are usually browsed by users from sepayategtaphical areas such as in
the case of the English or the Spanish editions. In this way, we have igebferlet the retrieved date
and time from the Squid log lines for all editions except the Japanese oihés e only community
whose users are expected to be concentrated in a certain area whidditiona considerably differs
from the GMT time zone (GMT+9).

We have analyzed time series corresponding to the observations of grewdiffypes of requests
throughout 2009. As one of ours concerns was the finding of statipiperiodicity) in the temporal
evolution of the different requests, we employed the autocorrelationi@um@\CF) to analyze such
kind of behavior. The autocorrelation function is defined [SS06] as

v(s,t)
v(s, 8)(t, t)

and measures the linear predictability of the time series at a given time using ealuesponding to
previous instants. Applying the Cauchy-Schwarz inequality, it results-that p(s,t) < 1. If there
were a linear relationship in the form = 5y + 8125 we would be able to predict future values of the
time series based in current and past ones.

The autocorrelation function (ACF) of a stationary time series can be dedise

a Y(t+ h,t) i)
o= VAt + bt + Ryt 7(0)

p(s,t) =

Applying again the Cauchy-Schwarz inequality, it results that< p(h) < 1 so we can assess the
autocorrelation degree by situating it within the interval. Finally, the sample auwgdation function
is defined as
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and can be used to determine whether data are coming from a random wemdsther
correlations are statistically significant at some time shifts.

In addition, we have compared the time series corresponding to visits andetaddthrent types
of requests, such as edits or searches. In this case the main aim is to detetrether particular
types of requests have a similar temporal distribution as visits. If certairesexjare temporarily
correlated to visits, it can be assumed that they are coming from the massrsfamsl not from a
minority of them. The cross-correlation function of jointly stationary serieandy; can be defined
as

Yay(h)
Yz (0)’71/ (0)

The result again is within the intervatl ans1, so it provides an estimation of the degree of
correlation.

Pa:y(h) =

3.5.4 Behavioral patterns

In addition to the finding of temporal patterns, this thesis is aimed to study thg bsdiavior when
interacting with Wikipedia. In this way, we have obtained different correatidevoted to analyze
whether some kinds of behaviors are related in any way. For exampleaweestudied if visits and
edits present some kind of correlation because, if s, it can be inted@®the result of a collaborative
attitude in which visitors also act as contributors. Moreover, we have sttldeebehavior of users
when submitting contributions to the different editions of Wikipedia. In this veaystudy of the
ratio of edits to visits has been performed to analyze in which editions usessi@re participative
and proactive attitudes. Furthermore, we have analyzed the differeamseng the percentages of
requests for editing that are not finished by the corresponding commitafhtinges to store them
permanently. These measurements can serve as an indicator of usmtsinge when contributing
contents. The attention to the different kind of contents has been measuezths of the targeted
namespaces. In the same way, the ratios corresponding to the diffgpestdfrequested actions
have been also analyzed and compared, again in the aim of determiningrdiffgoes of conducts.
The analysis of different pairs of measurements to determine the degedatainship between them
has involved the application of an statistical test usually consisting in the dadeutd the Pearson’s
product moment correlation coefficient for the two compared set of salddis coefficient takes

values in the rangé-1, 1] and closeness to 1 means highly related measurements while O indicates

no association. The Pearson’s product moment correlation coeffielerdin be computed using the
following expression:

> (@i —2)(yi — 7)
V@i =22 Y - 9)”

In addition, we always provide the— value of the statistical test that consists in the probability
of getting a result as extreme as the obtained if the null hypothesis (naatgsmovere true. Usually
p-values under a certain threshold (usually 0.05 or 0.01) allow to rejeauthbypothesis.

r = cor(x,y) =
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3.5.5 Featured contents

Featured articles are considered the best articles all over Wikipediadén  be promoted to this
status, these articles, first, need to be nominated as candidates. Festialesitzave to meet a set
of demanding criteria apart from the requirements which are expectedtimeaWikipedia articles.
These criteria range from clearness and comprehensiveness inithesawriting to an adequate
organizational structure. Other aspects such as stability, neutrality, langtiheferences are also
taken into account.

In what our research is concerned, we have analyzed the impadtafdd articles in two very
different ways. First, we have considered the influence of the promofiamticles to the featured
status in their subsequent number of visits. Then, we have also studied thet mfiphe presentation
of featured articles as examples of high quality content in the main page ofeshitioms of Wikipedia.
In the two cases, our main goal has been to determine the influence in thedusffio the promotion
of articles to the featured status, in the first case, and to their presentatfanmain pages of some
editions, in the second one.

In order to evaluate the impact of being promoted to the featured status,weeohtained the
articles the awarded with this recognition during April and October 2009rbwding special pages
of each Wikipedia edition devoted to its featured contents. Furthermorextnsced the featured
articles selected to appear in the main page of the same Wikipedia editions durilag periods.
Then, we queried the database resulting from the processing of the IBguides to look for the
number of visits corresponding to those articles during the aforementionethsnas well as during
the previous and the following ones. In this way, two groups, each madé thpee months were
established, one around April and the other centered on October.

To determine the statistical test to be applied for comparing the number of vistised in the
different months, we used the Shapiro-Wilcox statistic to assess the nornfdligy distributions of
visits corresponding to each month. Normal distributions can be compairegithe mean statistic.
On the other hand, to compare non-Normal distributions the use of the mediamdsappropriate as
this statistic is more robust to skewed set of values with may also presennextedues (outliers).
Given that certain distributions are found to be non-Normal, the Wilcoxok-sam test (also known
as Mant-Withney-Wilcoxon test) becomes an appropriate tool to determirthavttbey are different
because this test is not sensitive to the normality of the data.

3.5.6 Popular topics in visits, edits and searches

Apart from the quantitative analysis of the information elements involved indheton interaction
with Wikipedia, this thesis is also devoted to provide a categorization of the rapstgr subjects and
topics in Wikipedia according to the users’ requests. Thus, in order tondieeand classify the most
visited and edited articles, we, first, inserted into the databased&dash representation of every
article’s title whose request were considered of interest according @nalysis directives. This was
also done with the character strings submitted as a part of the searctiamperahe purpose of the
use of the hash code is to speed the subsequent queries devotedrtordetiee most accessed articles
by grouping the database rows with information about the requests by théastSield, always 32
characters long, instead of by the original title which is arbitrarily long. MR@@dthm guarantees
that two similar character strings will always obtain the same hash code. Ssothigon leads to a
fast computation of the articles involved in the visits and in the requests for gdifimcharacterize
visits, edits and search requests, we have used a classification babedome proposed by Spoerry
in [Spo07]. The author established a set of main categories to assign @mthests, in the same way
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as tag systems do. | did not used all the Spoerry’s categories becanssidered that some of them
could be joined to form more representative groups. In other casesjdat! to extend the scope of
certain categories in order to cover related topics or subjects. Althoungl adicles or search topics
may easily correspond to more than one category, we have assignedrgealehto just an unique

category. In the following, we detail the different categories constitutimgcbaracterization scheme:

1. Main (MAIN): Just refers to the main page of every edition of Wikipedasidered for this
thesis.

2. Entertainment (ENT): It includes books, comics, films, games, musitrpegrs, TV series
and video games.

3. Politics + War (POL): This category covers those articles exploringsaiout political figures
and conflicts.

4. Geography (GEO): Articles dealing with countries, cities, villages, abfurroundings, an so
forth correspond to this category.

5. Sexuality (SEX): Includes sex-related terms and pornography

6. Science (SCI): Include the articles presenting topics related to amtiicidiscipline such as
Mathematics, Astronomy, Physics, Chemistry, Biology as well as the onesicgwsubjects in
the area of Technology and Industrial development. Weapons and miliydi®gy are also
assigned to this group of articles.

7. ICT (Information and Communication Technologies) (ICT): Articles dlidmmputer Science,
Internet, programming languages, operating systems, databases, as welinmunication
standards, protocols, mobile devices, smartphones, technologies fomumications,
transmission channels and signal processing among others belong tatips gr

8. Arts (ART): It includes articles belonging to disciplines such as Art, tfajn Sculpture,
Religion, Literature, History, and Humanities in general.

9. Current Events (CUR): This category is devoted to gather the artelbged to events of certain
relevance during a given period of time. In this way, articles related to iaydf competitions
or championships during their development, to particular people or celelaftersheir death
or to topics involved in mass media because of its dimension (such as the epifadell
gripe) are assigned to this category.

In order to analyze to which subjects correspond the articles receingigedt numbers of
visits, we have classified the top-65 most visited articles correspondindgeoedif months (January,
February, June, July, August and November) and for certain edionskipedia (German, English,
Spanish and French). The same classification has been performed fopt85 most edited articles,
again in the same months and corresponding to the same editions of Wikipedigtkahvolved in
the visits categorization.

As WikiSquilteralso computes the md5 hash of every string submitted as a search topic,ave hav
been able to group and obtain the strings more repeatedly involved in sgaecitions. In this
way, we have got the top-65 most searched topics also in the German,HEi®&genish and French
Wikipedia and, again, for January, February, June, July, AugusiNovember 2009. Then, we have
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performed the same categorization applied to the articles’s titles in order tonitetethe different
subjects most frequently searched by users.

When determining the impact of search operations in the number of visits atribations to the
articles, we found the serious drawback that the two md5 hashes aamdisg to the articles’ titles
and to the searched topics do not match if just one character differs in ¢hstrivwgs. This happens
unless title and search string consist in a sole word with no differenceitalization. Articles’
titles with two or more words separate them using underscoresere in the search strings different
names usually appear as separated by the plus symbol (+). Due tho thilfttee categorizations
have had to be manually performed.

Previous categorization entails the articles belonging to a set of Wikipediak vdteived more
visits end edits during certain moths and also includes the topics submitted&s ste@gs. It can be
complemented with the analysis of the distribution of the requests among thediféategories of
articles and search topics. In this way, we have aggregated the retpugmsttop-65 most visited and
edited articles and to the top-65 most searched topic according to the estdldigkgories in order
to determine how many requests correspond exactly to each categonhabhieen done to precise
which ones of them are being requested more frequently by users. fliienite of search operations
on visits has been assessed by correlating the two observations codiggpto each category of
topics.
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Chapter 4

Analysis and Results

“One shaft of light that shows the way Kind of Magic Roger Taylor, (1986).

4.1 Introduction

Next sections present the most important results obtained from the empitidgiconducted as a part
of this thesis. As the main aim of this work is to explore both temporal and belaapiatterns in the
use of Wikipedia as well as to provide a characterization of the traffic tdileto the Encyclopedia,
the following is devoted to introduce our most relevant findings in this area.

Results will be presented in relation to the research questions stated inrchaptewill include
appropriate evidences in the form of graphs or tables. In this wayy ewgporting element will
be coupled with the corresponding explanation and discussion. Wheepardanalysis or study is
recommended, the line of its development and further work will be introduced

In general, results will be usually presented related to the measuresaongtars being studied
according to its consideration as representative and descriptive letmdgserve the corresponding
analysis. In this way, days of week, months, language editioasiespacesactions and general
articles will be the common articulatory elements of the presented graphs desl tab

4.2 Validation of our study

According to the stated in chapter 2, requests sent by users havereg@uply used to analyze the
queries submitted to web systems in order to determine the effectiveness @iutinent descriptive
terms. In addition, such kind of analysis is useful to provide the web systéthghe necessary
contents to satisfy their users’ information needs.

Considering that our analysis is based on a sample of the requests submitfidiptedia by its
users and that this feed can be thought as a relative innovative ahpwa deemed that our results
had to be validated in any way. In this way, we would validate also our puvakdhethodology.
Despite of the fact that most of our results are new and cannot be cedwih any other reference
element, some of them are also offered by trusted sources. Thus |idatiea process has consisted
in the comparison of our results with those emanating from well reputede®urthe aim of finding
a high matching degree. If so, we will be in position of guaranteeing not i@yrustworthy of
analyses based on this kind of feed but also the results stemming from tti¢silaarone.
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We introduced in chapter 2 several initiatives devoted to offer statisticalnvdtion about
gquantitative parameters (number of articles, users, edits, etc.) belongthg tifferent editions
of Wikipedia. Measurements about the traffic directed to them as well asvithation over time
of their numbers of pageviews and edit operations are also providedhiglinformation results of
enormous interest in order to have a reference element to compare witleaache a really useful
tool to assess the validity of the conducted analysis. In particular, wédesrspecially valuable the
statistical information stemming from the Wikimedia Foundation and other relegampanies such
as Alexa or comScore.

Here it is important to recall that our data feeding is made up of the 1% of dlfdaffec directed
to the Wikimedia Foundation projects. Considering that it is not a very langglsa although it
includes thousands of millions of log lines, we have to be very effectiveaandrate when obtaining
the information elements from it. As explained in chapter 3, our analysis ésaus several editions
of Wikipedia as well as on certain namespaces and actions. In the followanill lite shown that, in
effect, we are not disregarding relevant information and that the dailagoaur analysis are consistent
with the total figures about the requests to Wikipedia.

We will include here, for clarity purposes, only a sample of the exhaustimgarison performed
on all the considered editions. In this way, we will present the results aftbessment related to some
particular Wikipedia editions. Readers can find tables with the whole seswoltsecorresponding to
all the examined editions in Appendix A.

Let start by comparing the number of visits obtained from our analysis withighees presented
in http://stats.wikimedia.org/EN/Sitemap.htm . This information, compiled and
presented by Erik Zachte, is obtained from the pageviews collected by Défitazas and, in
consequence, is one of the most reliable sources. Thus, table 4.1 Endl. Bapresent the comparison
between these pageviews and the ones observed from own our resuhs German and English
Wikipedias.

As introduced in chapter 3, pageviews or visits correspond to those Rjuesting articles in
any namespace and not involving any type of action on them. Thus, pageaie considered as
requests issued just to retrieve information from Wikipedia. Tables 4.1 el 422 also include
the ratio between our own figures and Zachte’s ones. As Zachte'sriafmm stems from Mitouzas’s
log files, which are not filtered in any way, the ratio between the two meashoesd correspond to
our 1% sampling factor if both sampling and processing have been cordesiiyn. As both tables
present, ratios are really close to that factor. The small differencecetpit correspond to the articles
in the namespaces not considered in this thesis and, thus, not filtered\WkiBeuilterapplication.

Once the results related to the visits have been checked, we proceedss tesvalidity of the
measures about edit operations as their rates and frequencies aréeabstbfrom Zachte’s site. These
values are also trustworthy because they are computed from the dumgfélesidy the Wikimedia
Foundation. Table 4.3 and table 4.4 present, therefore, the compariseeebethe number of edit
operations reported from Zachte’s site, which correspond to the Geainththe English Wikipedias
for every month of 2009, and the ones observed as a result of oufilbeving process. Again, the
ratio between the two measures is included for validation purposes. Indb@tadit operations, the
ratio is even closer the sampling factor in practically all the cases and evhtlysfigrpasses it. This
is surely due to the fact that Zachte’s data are considerably roundddct| all his values are exact
multiples of the Kilo or thousand (K) and Mega or million (M) units. This means tHatoperations
rarely involve articles in namespaces other than the considered in this thesis.

After this, we are going to compare the number of edit operations aftemalysas and after the
WikiXRaytool used by Ortega in [Ort09]. This kind of comparison is an unparallepgmbiaunity
because it allows to put in relation data resulting from the analysis of the Wikigiimp files with
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’ Lang. \ Jan. Feb. Mar. Apr. May. Jun.
DE 10,821,625 6,833,171| 8,034,636/ 6,945,878 7,612,949 7,249,244
(Reinoso)

DE (Mituzas) 1,271 M 982 M 978 M 817 M 875 M 909 M

Ratio 0.009 0.007 0.008 0.009 0.009 0.008
EN 47,369,841| 43,136,627 51,845,199| 48,242,580| 48,085,156| 43,950,168
(Reinoso)

EN (Mituzas) 5,615M 5,944 M 6,092 M 5,989 M 6,066 M 5,819 M

Ratio 0.0084 0.0073 0.0085 0.0081 0.0079 0.0076

Table 4.1: Comparison of the number of pageviews from Mituzas’s log fesvé indicated with
'Mituzas’) related to the German and English Wikipedias and corresportditige first semester of
2009 with our results (Rows heading by 'Reinoso’). The ratio (Rows viRiitio’) between the two
measures is also presented. M stands for Million.

’ Lang Jul. Aug. Sep. Oct. Nov. Dec.
DE 6,626,701| 6,942,208 7,404,872| 7,223,746 7,615,539 7,102,197
(Reinoso)

DE (Mituzas) 819 M 813 M 889 M 885 M 904 M 760 M

Ratio 0.008 0.009 0.008 0.008 0.008 0.009
EN 44,451,649| 48,426,122 49,713,090 49,392,482 49,738,157 47,687,869
(Reinoso)

EN (Mituzas) 5,614 M 5,604 M 5,938 M 6,041 M 5,842 M 5,259 M

Ratio 0.0079 0.0086 0.0084 0.0082 0.0085 0.0091

Table 4.2: Comparison between the number of pageviews from Mituzasfddegorresponding to
articles in the German and English Wikipedias for July till December 2009 (Rioghsated with
'Mituzas’) and the number of edits obtained from our results (Rows hgdwiriReinoso’). M stands
for Million.
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’ Lang. Jan. \ Feb. \ Mar. \ Apr. \ May. \ Jun. ‘
DE (Reinoso) 11,041| 9,457| 10,341| 8,361 8,052 7,754
DE (Zachte) 876 K| 752K | 802K| 655K | 684K | 701K
DE (Ratio) 0.0126| 0.0126| 0.0129| 0.0128| 0.0118| 0.0111
EN (Reinoso) 53,121| 46,778| 54,564| 47,921| 47,692| 42,282
EN (Zachte) 4,300K | 4,200K | 4,400K | 4,000K | 4,300 K | 4,000 K
EN (Ratio) 0.0124| 0.0111| 0.0124| 0.0120| 0.0111| 0.0106

Table 4.3: Comparison of the number of edit operations reported by Zashtefor the German and
English Wikipedias during the first semester of 2009 with the results of alysia. (Rows indicated
with 'Zachte’) and the number of edits obtained from our results (Rowsdihgay 'Reinoso’). K
stands for thousands. M stands for Million.

’ Lang Jul. \ Aug. \ Sep. \ Oct. \ Nov. \ Dec. ‘
DE (Reinoso) 7,688 8,393 8,111 7,968 7,942 7,581
DE (Zachte) 688K | 729K| 680K | 714K| 716K | 714K
DE (Ratio) 0.0112| 0.0115| 0.0119| 0.0112| 0.0111| 0.0106
EN (Reinoso) 41,087| 45,492| 43,969| 38,631| 37,641 36,568
EN (Zachte) 3,800K | 3,900K | 4,000K | 4,000K | 3,900 K | 4,400 K
EN (Ratio) 0.0108| 0.0117| 0.0110| 0.0097| 0.0097| 0.0083

Table 4.4: Comparison between the number of edits from Zachte’s sitesporréing to articles in
the German and English Wikipedias for July till December (Rows indicated walsh#") and the
number of edits obtained from our results (Rows heading by 'Reinokodtands for thousands. M
stands for Million.
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’ Lang. \ Jan. Feb. Mar. Apr. May. Jun.
DE (Reinoso) 11,041 9,457 10,341 8,361 8,052 7,754
DE (Ortega) 1,227,017 1,069,725| 1,148,209| 962,561| 987,244| 1,013,734
DE (Ratio) 0.0090 0.0088 0.0090 0.0087 0.0082 0.0076
EN (Reinoso) 53,121 46,778 54,564 47,921 47,692 42,282
EN (Ortega) 6,195,518| 5,926,109 6,614,845 5,876,645| 6,166,014| 5,702,894
EN (Ratio) 0.0086 0.0079 0.0082 0.0082 0.0077 0.0074

Table 4.5: Comparison between the number of edits on articles of the Gerah&mglish Wikipedias
obtained from our results (Rows heading by 'Reinoso’) for Januadutiite 2009 and the same number
of operations reported by Ortega’s tdlkiXRay(Rows indicated with 'Ortega’) for the same period.
Both data correspond to articles in the main namespace. Rows headedtiby cCRaespond to the
ratio between the two measures.

’ Lang \ Jul. Aug. \ Sep. Oct. \ Nov. \ Dec.
DE (Reinoso) 7,688 8,393 8,111 7,968 7,942 7,581
DE (Ortega) 993,866 1,048,137, 975,990| 1,056,171| 1,091,001| 1,073,048
DE (Ratio) 0.0077 0.0080 0.0083 0.0075 0.0073 0.0071
EN (Reinoso) 41,087 45,492 43,969 38,631 37,641 36,568
EN (Ortega) 5,492,827| 5,557,041| 5,762,412| 5,747,647 5,497,166| 6,060,027
EN (Ratio) 0.0075 0.0082 0.0076 0.0067 0.0068 0.0060

Table 4.6: Comparison between the number of edits on articles correspdoding German and
English Wikipedias obtained from our results (Rows heading by 'Reindso’July till December
2009 and the same number of operations reported by Ortega’$\itXRay(Rows indicated with
'Ortega’) for the same period. Both data correspond to articles in the maiespace. Rows headed
by 'Ratio’ correspond to the ratio between the two measures.

the information obtained from the logs reporting users’ requests to thecpegdia. In this way,
Tables 4.5 and 4.6 summarize the number of edits performed on articles fré@etiman and English
Wikipedias as determined by the Ortega’s tool and the number of savestedqoi¢ghe database servers
according to the results obtained from our own analysis.

Now, we are going to validate our results involving the number of visits, oeyiags, to particular
articles by comparing these numbers with the ones provided by initiatived baseliable sources
such asttp://stats.grok.se/ , Which is again built on Mituzas’s logs. In this case we have
compared the number of visits to tisguidarticle during the days corresponding to two different
months of 2009 (April and May). Thus, Figure 4.1 shows the evolution efrthmber of visits
received by the article in both months as reported by theldite://stats.grok.se/ as well
as the same information obtained from the results of our analysis. As it isnstimth time-line
evolutions are practically similar and present the same dips on 4, 5, 123,189,125, 26 April 2009
andon 2, 8,9, 16, 17, 23, 24, 30, 31 May 2009. In the same wayarglpeaks appears in the same
days (8, 9, 15, 16, 21, 22, 27, 28 April 2009 and 13, 14, 18, 192Z@May 2009) in both charts.
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Wikipedia article traffic statistics Wikipedia article traffic statistics

Squid has been viewed 70495 times in 200904,
Squid has been viewed 77197 times in 200905

(@) (b)

Visits to the Sauid article of the English Wikipedia in April 2009 Visits to the Squid article of the English Wikipedia in May 2009

(©) (d)

Figure 4.1: Comparison of the information reported by thestas.grok.sebout the number of visits
to theSquidarticle in the English Wikipedia with the data obtained after our own analysisujar
of visits to theSquidarticle (EN) in April 2009 according to thstats.grok.sesite. (b) Number of
visits to theSquidarticle (EN) in May 2009 according to ttstats.grok.saite. (¢) Number of visits to
the Squidarticle (EN) in April 2009 according to our results. (d) Number of visits toSkeidarticle
(EN) in April 2009 according to our results.

As a result, these graphics show how the number of visits to the article foll@vsatine evolution
in both months. This constitutes another endorsement to the reliability of thitssrebtained by
our application because the comparison is established at a finer grain ¢haretous involving the
overall pageviews.

Again making comparisons at the level of particular articles, if we considethar site such
as http://toolserver.org/~emw/wikistats/ , also based on Mituzas’s logs, we will
observe a similar correspondence between the number of pageviewtedeipy the site and the ones
obtained from our own results. This is showfor the Spainarticle in May 2009. Finally, even if we
considerer an external site, suchhétp://www.wikistatistics.net/ , and we compare the
number of edits, because most of the other information is referred to quiaetidata about aspects
of Wikipedia such as articles or users, we will find a new match in the presextédutions.

Alexa site offers a distribution of the requests to Wikipedia by sub-domainsd#stribes the
percentage of visits that every edition attracts. As explained in chaptere Ijifferent editions
of Wikipedia are referred through corresponding URLs that point teciéig sub-domains of
the wikipedia.org general one. In this way, we compare in Table 4.7 the composition of our
traffic sample to check whether it has a similar distribution to the presented inléixa Aveb site.

http://gsyc.es/~ajreinosol/thesis/figures/spain.pdf
2http://gsyc.es/~ajreinoso/thesis/figures/wikistats. pdf
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One important issue in this sense is the fact that Alexa does not allow to gkirttiief information
from a period prior to the last 3 months. Thus, although our analysis isllmsthe Squid log lines
corresponding to 2009, we have analyzed the traffic corresponditigetperiod from October till
December 2010 to perform the appropriate comparisons.

’ Edition \ Alexa traffic | Sampled traffic‘

DE 8.1% 7.95%
EN 54.0% 45.71%
ES 5.7% 8.23%
FR 3.5% 4.57%
IT 2.9% 2.65%
JA 10.3% 7.86%
NL 0.7% 1.49%
PL 1.5% 2.99%
PT 1.5% 2.58%
RU 3.5% 5.83%
OTHER 10.13% 5.56%

Table 4.7: Comparison between the traffic volumes per Wikipedia projeottezbby Alexa for
October-December 2010 and the ones after our results

Although figures seem not to completely match, if we put them together in a hgure 4.2)
we will appreciate how both distributions of visits over the editions of Wikipedés@nt very similar
shapes. However, it is important to remark that Alexa’s main data soursest®in the information
sent by the toolbars installed by its users and may no reflect the overéit tmfVikipedia. The
similarity between this two lines can be interpreted as a significant use of Wiipgd\lexa's users.

After having assessed the correction of both the sample and the datagingckeading to the
information stored in our database, we consider of great importance tessdthe question of
representativeness. Here, representativeness is dealt in termgfghgewhether the information
elements considered of interest by our analysis correspond to a refeusarof the overall traffic
directed to Wikipedia and, therefore, do constitute a representativexapyation to it. Therefore,
and according to our traffic estimations, conveniently developed in theseetion, the editions
considered for this thesis attract more than the 90% of the overall traffictdd to Wikipedia. If we
compare the number of requests filtered by our application with the requekitsgng the general
traffic, we will find that, for each considered Wikipedia, the requests tméimespaces used in this
analysis correspond, in average, to the 85% of the total requests &skamjcles in any namespace
for these Wikipedias. So, apart from disregarded requests, wearattude that very few of the
requests issued to visit an article in the studied Wikipedias are not directed tmthespaces we
have considered. Edits are even easier to trace, and the ones wdtkes®, fior each Wikipedia, do
constitute more than the 94% of the total requests found in the traffic to eadpédfik soliciting
a save operation. That means that almost all of the edit operations doenpsat on articles in
the namespaces considered by this analysis. In the case of searahiomserour filtered requests
correspond to the 99% of the observed traffic involving such kind ofadjpms. These actions have
to be filtered in any case because they are not applied on any specifie. a@iic the contrary, they
are submitted to retrieve articles containing a particular topic. Its high pegmigta good indicator
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Comparison between the percentage of visits corresponding to each Wikipedia edition after Alexa and ours
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Figure 4.2: Percentage of the overall traffic attracted by each coedi@glition of Wikipedia after
Alexa statistics and after our analysis.

of the accuracy of our filtering process. These percentages ame @ivllustrate that we are focusing
on the most relevant editions of Wikipedia as well as on the most significams@aces. Moreover,
they also serve as validation facts to support the reliability of our work.

Next section will provide a quantitative analysis of the traffic composition irathreof providing
an appropriate characterization of all the requests directed to Wikipetia.kihd of analysis may
lead to a better comprehension of the way in which Wikipedia's users makefitseln addition,
the obtained results may be used as an estimation of the overload imposed twéhesehitecture
deployed by the Wikimedia Foundation to support all its wiki-based initiativels particularly, the
Wikipedia project.

4.3 Traffic characterization

As described in chapters 1 and 3, this study undertakes the analysistddffloedirected to the 10
most active editions of Wikipedia in terms of their volumes of requests and murfibgticles. In this
way, this section is aimed to provide a quantitative analysis of the compositioe tffffic directed
to the Wikipedia project, as a whole, as well as to the considered editions giadlik in particular
3

Therefore, we will present the characterization of the different tygfeequests comprising the
traffic to the considered Wikipedia editions. Apart from this, we will alsasprd information about
the general traffic directed to all the Wikimedia Foundation projects. Trafficmation is always
computed in terms of number of requests, disregarding, by the moment, e@igids about amount
of information or transference rates. In addition, we are usually ptiegetine daily average of the

3Data related to the quantitative analysis of the traffic are summarized at
http://gsyc.es/~ajreinoso/thesis/tables/tabTraffic. pdf
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Amount of traffic attracted by each Wikimedia Foundation project and by each Wikipedia edition
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Figure 4.3: Amount of traffic corresponding to each Wikimedia Foundatiojept and to each edition
of Wikipedia during 2009.

requests for each month because absolute values will introduce a basegtmon due to the different
number of days corresponding to each month. Moreover, technidallgons have prevented us from
obtaining the traffic corresponding to absolutely all the days of the yeaturiately, we have only
failed to get the traffic of just 4 days, what is an absolute success in tdrthe celiability of our
receiving infrastructure.

In the aim of determining how the overall traffic to the Wikimedia Foundation vistsilouted
among its projects during 2009, Table 4.8 provides the percentages ofahgaéfic corresponding
to each particular project. As it is clearly seen, the requests for Wikipejagpand, interestingly,
for images and other resources uploaded to the platform in order todremeéd later from articles
do constitute by the 96% of all the traffic received by the Wikimedia Foundatovers. Here, we
have to remark that requests for resources are issued when brawsabes not only from Wikipedia
but also from other Wikimedia Foundation projects. In this way, images aret otintents act as
a kind of central repository and articles in any of the Wikimedia Foundatiofegis can refer to
them. Figure 4.3 shows the relevance of these two types of requests irffilbatrd also includes the
amount of it corresponding to each Wikipedia edition.

Figure 4.4 shows the evolution of the traffic directed to all the Wikimedia Fdiordprojects for
every month of 2009. The vertical edge shows the daily average oés&xjuorresponding to each
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WMF project Percentage of traffic attracted
Wikipedia 49.47%
Wikiversity 0.03%
Wikibook 0.23%
Wiktionary 0.52%
Wikiguote 0.16%
Species 0.01%
Wikinews 0.06%
Wikisource 0.13%
Commons (images 1.26%
Uploaded resources 46.72%
Other 1.41%

Table 4.8: Traffic directed to each Wikimedia Foundation project and toiqusly uploaded
resources.

particular project and to the resources, mainly images, requested ks useorder to adequately
examine these figures, it is important to remark that they correspond to illgeadarage for our
sample, which is the 1% of the total traffic, so real ones would be, for iost&@® * 100 times higher
in the case of months having 30 days. From Figure 4.4 we can examine tiye gaadution of the
total amount of traffic to all the Wikimedia Foundation projects as well as to thép@dia one in
particular.

From here on, we proceed to characterize only the traffic corregpptulthe Wikipedia project.
In this way, our first aim is to determine the amount of traffic attracted by ehitk editions and,
particularly, by the ones considered in this thesis. Thus, Figure 4.5 sth@ndistribution of the
Wikipedia traffic over its different editions during each month of 2009. Eheglish Wikipedia appears
as the most popular one with a traffic volume much higher than the rest of ediB@sides this, we
have considered appropriate to summarize the daily average of the trdfiie thifferent Wikipedia
editions throughout 2009 and to present their corresponding pegesnia respect to the overall
traffic to the Wikipedia project. Table 4.9 presents this information. As we eanthe considered
Wikipedias attract more than the 91% of the total traffic. This is important in tefthe @elevance of
the considered sets of editions. The particular evolution of the daily avefacaffic for each edition
of Wikipedia during each month of 2009 is presented in Figure 4.6. As it imishoot all the editions
of Wikipedia follow the same distribution of their traffic over time, which can ma#arent temporal
patterns of use.

On the other hand, we can compare the evolution of the traffic to the diffetléions of Wikipedia
with the evolution of their respective sizes. Ideally, larger Wikipedias Ishaiiract a higher amount
of traffic but this is not always true according to the Figures 4.7 and 4i8hwdresent, respectively,
the amount of traffic attracted by each Wikipedia during each month of 2@d¢hair sizes expressed
in number of articles during the same months. The vertical axis in both figuiaslégarithmic
scale because the English Wikipedia is several orders of magnitude tlaagethe other editions and
this makes their data not to be properly displayed. As it is shown, the size diffarent editions of
Wikipedia is quite stable throughout the overall year. The largest Wikipetitaon corresponds to the
English language whereas the smallest corresponds to the Russiarhertendlish and the German
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Number of URLs, averaged per day, directed to the Wikimedia Foundation
projects during the different months of 2009
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Wikipedia edition | Daily average of attracted traffic | Percentage

DE 21,767,176.73 9.40%
EN 108,407,534.61 46.45%
ES 19,336,747.61 8.25%
FR 10,622,527.01 4.54%
IT 6,516,987.21 2.79%
JA 19,591,570.27 8.38%
NL 3,128,496.65 1.34%
PL 7,628,743.39 3.30%
PT 6,755,424.08 2.87%
RU 8,269,484.01 3.51%
REST 21,467,547.49 9.17%

Table 4.9: Summarized daily average of the traffic attracted by each coedieldition of Wikipedia
corresponding to the whole year 2009. The traffic corresponding teegt@f disregarded editions is
presented aggregated in the entry REST.

Wikipedias are the largest according to their number of articles and alsheaomes that receive the
greatest amount of traffic. However, the size of the Spanish Wikipemlizp$tance, situates it among
the three editions with less volume of articles but, regarding its traffic, it safrgen the fourth to,
even, the second most requested edition. The same occurs with the R¥s@edia. Having the
smallest number of articles, its traffic its larger than the attracted by many alfieme. This is
interesting, because the relative growth of all the editions remains quite sinrdaugtiout the year,
so differences in traffic are not resulting in differences in numbertafles. Next section will analyze
in detail the different temporal patterns found in the use of each coesidslition of Wikipedia and,
in particular, it will deal with the evolution of both visits and edits in all the congdaNikipedias.

Probably, it is more interesting to obtain a characterization of the traffictdaldo each edition
of Wikipedia in order to compare the percentages corresponding to theeedifftypes of requests.
This kind of information will provide an approximation to the utilization that usesefthe different
editions make of them. Table 4.10 shows the percentage of the traffic ditecesth edition of
Wikipedia consisting in visits to articles, requests for edit operations, difteactions performed on
articles, search operations, css files used to present tailored papthe allikipedia icon itself.

In section 4.2 we saw that we were discarding very few requests, ifamgisting in article
views or edits on them. Percentages presented in Table 4.10 are rédetinedyeneral traffic without
applying any kind of filtering and are obtained as a result of a line countiogegs using regular
expressions. So visits to articles, for example, refer to requested amicdag namespace, included,
of course, the ones not considered by our analysis. The same cppligeldo actions, whose column
in Table 4.10 entails any type of requested action (except edit and sgagcdtions).

Once the analysis of the traffic directed to the editions of Wikipedia considerehis thesis has
been performed, section 4.4 will present the temporal patterns found getiezal traffic as well as
in the filtered requests.
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8 Daily average of traffic for each month of 2009 in the German Wikipedia 8 Daily average of traffic for each month of 2009 in the English Wikipedia
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8 Daily average of traffic for each month of 2009 in the Spanish Wikipedia 8 Daily average of traffic for each month of 2009 in the French Wikipedia
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8 Daily average of traffic for each month of 2009 in the Italian Wikipedia 8 Daily average of traffic for each month of 2009 in the Japanese Wikipediz
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8 Daily average of traffic for each month of 2009 in the Dutch Wikipedia 8 Daily average of traffic for each month of 2009 in the Polish Wikipedia
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8 Daily average of traffic for each month of 2009 in the Portuguese WikipediE Daily average of traffic for each month of 2009 in the Russian Wikipedia
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Figure 4.6: Evolution of the daily averaged traffic directed to each editicdvikipedia during each
month of 2009.

4.4 Temporal patterns describing the use of Wikipedia

As stated in chapter 1, our analysis has considered the requests subsnitsstdthroughout the year
2009 to the Wikipedia editions having the highest volumes of both articles dfid.tfEherefore, in
order to find temporal patterns related to the use of Wikipedia, we have dthove the number of
different types of requests submitted evolve throughout several tinwdgeatifferent in length such as
days, weeks, months and, even, the whole year. Furthermore, wérieavi® relate certain temporal
evolutions with contributions in the aim of finding out whether contents andged by a kind of elite
of contributors or, on the contrary, they come from general userp(ver of the few).

In the following, we are going to present a temporal characterization ofr#fféec directed to
the set of Wikipedia editions analyzed in this thesis as well as to the overélt gaécted to all the
Wikimedia Foundation projects. As we saw in section 4.3, the editions studied thekis constituted
by the 91% of the overall traffic directed to Wikipedia. Considering that reenat filtering all the
traffic to these Wikipedias but only the requests asking for certain namespad actions, we have
considered appropriate to assess if the filtered traffic temporarily eviolviee same way that the
general traffic to the Wikipedia project does. In this way, Figure 4.9gmssthe daily evolution
during 2009 of the aggregated traffic to the whole set of Wikipedia editiomsdar to compare it
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Ed.| Visits Actions Edit | Search| Api Skins | icons mw Undet.
to (exc. edit& | op. op. calls /css ext.
articles | search op.)

EN| 21.51% | 22.52% | 0.27% | 4.75% | 6.53% | 34.62% | 4.38% | 3.47% | 6.95%
DE | 16.54%| 20.87% | 0.23% | 4.09% | 7.69% | 30.74% | 3.46% | 14.72%| 5.98%
ES | 13.58%| 33.90% | 0.31% | 4.12% | 6.02% | 32.13%| 3.68% | 3.89% | 6.80%
FR | 18.24%| 23.15% | 0.33% | 4.00% | 6.05% | 36.87% | 4.42% | 4.23% | 7.04%
IT | 19.80%| 21.81% | 0.43% | 4.44% | 5.77% | 37.57%| 4.49% | 3.07% | 9.69%
JA | 20.69%| 25.15% | 0.37% | 4.22% | 3.95% | 36.01% | 4.19% | 2.81% | 9.22%

Table 4.10: Characterization of the traffic directed to some particular edafogipedia in terms of
the percentages of the total requests consisting in visits to articles in anyperageedit operations,
actions requested by users, search operations, api functions &atis,asd css files for tailored
visualizations of articles, the icon of Wikipedia itself and, finally, calls to media®fkensions.

with the overall traffic directed to all the projects maintained by the Wikimedia éation. Moreover,
Figure 4.9 also plots the daily number of filtered requéstier our analysis. As we can see, all three
lines, each in its corresponding scale, present a relative similar belmxgotime. The decrease
appreciated since November till the end of the year is documentedrid is due to a problem in the
reception of the UDP packets containing the Squid log lines at the Wikimediadgtan aggregator
host. The slumps in the number of visits that appear in February, Junentuyctober correspond to
the days in which we were not able to receive and store the log lines frovitimedia Foundation
Squid systems due to technical problems related to our system’s storagéycapa

In order to examine more accurately the relationship between the traffic to &tlikignd to all
the Wikimedia Foundation projects, Figure 4.10 shows the correlation betiveelaily measures of
both traffics corresponding to the entire year. As it is shown, there isiiygocorrelation between
the two variables so, effectively, Wikipedia traffic can serve as a mddbeooverall traffic received
by the Wikimedia Foundation. This means that temporal variations involving Wilapequests will
have a proportional repercussion in the traffic to all the Wikimedia Foundptigjects.

If we consider the information about traffic reported by the Erik Zactgeital and based on the
Mitouzas logs, we can compare the evolution of the monthly number of visiteguests. Using this
source of data we cannot obtain information related to a more precise pétiote so the number of
requests has to be studied month by month. Figure 4.11 presents the evdittierraffic to several
editions of Wikipedia for every month of 2009 as reported by Zachtetapand by our own analysis.
Zachte's data corresponds to the lines in the top of chart, those plottedairsiieg, as they represent
the total number of visits without performing any sampling process. In the sayethe lines in
the bottom of the chart, drawn with triangles, correspond to the results etthiom the sample we
are receiving. The data, both Zachte’s and ours, corresponding teathe Wikipedia edition have
been plotted using the same color for comparison purposes. The chértreothat our data follow a
similar temporal evolution than the general ones and also serves to validéteetivg process as, in

‘Data related to the quantitative analysis of filtered requests are summaiizethbles available at

http://gsyc.es/~ajreinoso/thesis/tables/tabFilterRe g.pdf
Shttp://stats.wikimedia.org/EN/TablesPageViewsMonthl y.htm
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Daily evolution of the traffic throughout 2009
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Monthly evolution of the visits to Wikipedia articles (Zatche’s data and ours)
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Figure 4.11: Comparison of our results about the evolution of visits to Wikdpedicles throughout
2009 with Zachte’s data.

the logarithmic scale, our data correspond to the 1/100 of the overallsisque

In respect to the edits, Figure 4.12 present the monthly evolution for tipesatmns as reported
by Zachte’s portal as well as by our own analysis. Again, both evolutiomparallel, for all practical
purposes.

Once we have checked that our filtered requests evolve in a similar wayhthaeneral traffic,
we undertake the analysis of their distribution over time. In this way, we wilinéxa separately
the behavior over time of different kinds of requests. Hence, Figut® @nd 4.14 show the daily
evolution of the different types of requests during the entire year 268@%arresponding to all the
considered Wikipedias. It is important to recall that we are consideringiate an article as its
page request for reading and without involving any other action. In &dit operations are intended
as modifications over the content of articles that are finally saved to theadatalihe difference
between requests for editing and edit operations is that the first arediggwen users just click
on the "edit* tab placed on top of the articles’ pages whereas the latter aggaged when users
indicate a write operation to the database to save their changes or their gmutrdontents. Submit
operations are those directed to preview the result of the modificationsrmed on the current
content of an article or to highlight the differences introduced by a gadihoperation in curse.
History requests present the different revisions (edit operatiom&rpged on an article’s content and
leading to its actual version and state. In accordance with these chdytshose URLSs involving
visits, searches and requests for editing would exhibit temporal pattkzadycrepetitive. Other
types of requests such as history reviews or submits for previewinggebamould present more
irregular distributions over time. A possible explanation for this fact may eesidhe character
of users’ demands. In this way, usual or generalized requests senpart of the most common
interactions with the Encyclopedia would present periodical shapesdeoably similar, whereas
more unusual requests would exhibit non-repetitive cycles becaukeiphtypical nature. As these
data are aggregated for all the Wikipedia editions, in the following we willggarfa more thorough
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Monthly evolution of edits (Zatche’s data and ours)
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Figure 4.12: Comparison of our results about the evolution of edits on Wiildeticles throughout
2009 with Zachte's data

examination focusing on the temporal evolution of the different types afestg in each particular
Wikipedia. This examination will also address the temporal behavior of edighws not well-
defined after the aggregated view.

Let us compare, first, the monthly evolution of visits and edits and, after,itfezet types of
filtered actions. Edits and visits are always considered as belonging wainc@/ikipedia edition
because of our interests in patterns corresponding to particular commufitisers. In this way,
Figure 4.15 shows the monthly evolution of visits and edits submitted to the Engliskearman
Wikipedias®. Moreover, visits presented in Figure 4.15 correspond to articles ikl#ienamespace
which is the one involved in common read operations. The idea, here, is taacepmot the figures,
but the tendency during the different months analyzed and, as it cabdseved, visits and edits
follow considerably similar temporal evolutions.

We consider, now, the monthly distribution of the different types of actiddsessed in this thesis.
Therefore, Figures 4.16 presents the monthly evolution of requestdifinge edit operations as well
as history, submit and search requests for the German, English, Spadisiench Wikipedia& All
these figures, which correspond to the different types of actionsieayesimilar in scale. However,
we have preferred to present them using a logarithmic scale in order o oluee differentiated lines
and, by means of this, a higher level of detail. As it can be observedtfrerohart, search operations
are the most numerous actions followed by requests for editing. As weeeamegjuests for editing
are considerably higher in number than edit operations. This means timapartant number of edit
requests are not finished by the corresponding write request to tHeadataMoreover, edit (write)
operations are always very near the submit ones, which means thatfrtrestisers regularly preview

SFor the rest of considered Wikipedias:
http://gsyc.es/~ajreinoso/thesis/figures/monthVisEd .eps

"For the rest of considered Wikipedias:
http://gsyc.es/~ajreinoso/thesis/figures/monthAct.e ps
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Daily evolution of visits to all the considered Wikipedias throughout 2009
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Figure 4.13: Daily Evolution of visits, edits and search requests aggtefmtall the considered

Wikipedias throughout 2009 .

their changes before indicating their permanent storing to the database.

In order to disaggregate monthly data and to obtain a closer perspectwandertake now the
analysis of the different types of requests but focusing on weeks.aih is to determine whether
there are patterns involving any type of requests that are repeatéad{pity) throughout the days
of the week disregarding changes of month. In this way, and first of allan® going to present the
evolution of visits, edits and requests asking for the considered actiomgdll the whole weeks
(from Monday to Sunday) corresponding to 2009. This is done, famgte, in Figure 4.17 that
shows all the different kind of requests and confirms the similar weeklygon of visits, searches
and requests for editing. On the contrary, it is much more difficult to proc@about the periodicity
of the rest of actions (specially edits) because of their more varyingctearand their lower number
of requests. The temporal distributions of requests may substantially gagnding on each edition
of Wikipedia. As an example, Figure 4.17 presents the charts corresgotaliie Spanish and
Japanese Wikipedias. The former presents relatively well-defined antfidble patterns whereas
the latter shows more irregular distributi§ngn general, all the editions present a weekly repetitive

8For the rest of considered Wikipediasitp://gsyc.es/~ajreinoso/thesis/figures/weekl.eps and
http://gsyc.es/~ajreinoso/thesis/figures/week2.eps
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Daily evolution of edit requests to all the considered Wikipedias throughout 2009
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Figure 4.14: Daily evolution of submits, requests for editing and history wes/eggregated for all
the considered Wikipedias throughout 2009.

pattern for visits except the Japanese and, perhaps, the Polish Wikipetiizh do not show such
well defined patterns. In all the Wikipedias, submits and edit operatiossmpirgery close evolutions
considering their respective numbers of requests. However, it is $titggeto check how, only for
the German Wikipedia, the number of submit operations is always higher teagdthones. This
indicates that in this Wikipedia almost all the changes are previously adsesse

Stationarity can be assessed using the autocorrelation function (ACHjslway, Figure 4.18
shows the autocorrelation function of the visits and edit operations as svell the edit, history,
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Monthly number of visits and edit operations (DE)
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Figure 4.15: Number of monthly visits to articles and monthly edit operations in dhsidered
Wikipedias throughout 2009. The blue line reflects the visits while the red lireddted to the save
operations. Lefty-axis corresponds to the scale for visits whereas the right one condspo the
scale for edit operations. In this way, values for the visits line have to hsegaated to the lefy—axis

and the ones for the edits line are in the rightaxis. The graph is presented in this way because visits
and edits operations are very different in scale so presenting theméoggthcause a considerable
loose of detail in the tendency examination.

submit and search requests in the English WikipediaAs Figure 4.18 shows, visits, searches
and requests for editing exhibit clear periodicities corresponding to tirelatton between values
separated by 7 units, i.e., between weekly values. In turns, edit and soibhigtory requests do
not present such well-defined cyclic behavior, although they preseettain stationary evolution
also considering periods of 7 days. Thus, after the autocorrelatidpse)aall of the considered
Wikipedia present easily appreciable periodicities except the Japanese o

As we are considering only whole weeks, we can merge the requestsponding to each day
of the week in order to obtain and unified picture of the overall behavidh@sveek advances. In
this way, if we aggregate the different types of requests and analyzelisteibutions over the days

9For the rest of analyzed Wikipedias:

http://gsyc.es/~ajreinoso/thesis/figures/autocorrEN .eps
http://gsyc.es/~ajreinoso/thesis/figures/autocorrES .eps
http://gsyc.es/~ajreinoso/thesis/figures/autocorrFR .eps
http://gsyc.es/~ajreinoso/thesis/figures/autocorrIT .eps
http://gsyc.es/~ajreinoso/thesis/figures/autocorrJA .eps
http://gsyc.es/~ajreinoso/thesis/figures/autocorrNL .eps
http://gsyc.es/~ajreinoso/thesis/figures/autocorrPL .eps
http://gsyc.es/~ajreinoso/thesis/figures/autocorrPT .eps
http://gsyc.es/~ajreinoso/thesis/figures/autocorrRU .eps
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Monthly number of actions (DE) Monthly number of actions (EN)
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Figure 4.16: Monthly aggregation of the different types of actions in som#he considered
Wikipedias.
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Number of daily requests of each type during every whole week of 2009 (ES)
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Figure 4.17: Number of daily requests of each different type issueevieny whole week of 2009.
This chart presents the evolution of each kind of request during ewsole week of 2009 in different
editions of Wikipedia. X-axis begins with the first Monday of the year andlies with the last
Sunday and each vertical pair of divisions delimit an entire week.

of the week, as presented in Figure 4.19 for the German Wikig€gige can appreciate that some of
the requests, specifically visits, searches and requests for editirgiyalealy distributed throughout
the days of the week in all the considered Wikipedias. Edits, history andisubquests, however,
present more remarkable differences among the different editionsamskquently, they adopt more
different patterns. Nevertheless, in the case of the German, EnglighjsEp Italian and Russian
Wikipedias edits conserve a relatively similar shape that also match the evaiiticaits.

This subject can be further examined using the cross-correlation fan@ioF) to compare the
evolutions of the different types of requests with the temporal distributiovisits, considered as
the reference element. Figure 4.20 presents the results of the croskdton of the different types

OFor the rest of analyzed Wikipedias:
http://gsyc.es/~ajreinoso/thesis/figures/weekEN.eps
http://gsyc.es/~ajreinoso/thesis/figures/weekES.eps
http://gsyc.es/~ajreinoso/thesis/figures/weekFR.eps
http://gsyc.es/~ajreinoso/thesis/figures/weeklIT.eps
http://gsyc.es/~ajreinoso/thesis/figures/weekJA.eps
http://gsyc.es/~ajreinoso/thesis/figures/weekNL.eps
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ACEF of visits (EN) ACF of search req. (EN)
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Figure 4.18: Auto-correlation of the different types of requests in thgdifim Wikipedia throughout
2009.

of requests and visits in the English Wikipedia According to this Figure, requests for editing
and searches follow similar evolutions as visits. Edits also present a quite dililavior whereas
history and submit requests evolve more differently. However, editsiaitd 8o not present the same
similarity in their respective evolutions in all the Wikipedias. Figure 4.20 also deduhe result of
the cross-correlation between edits and submit requests that indicates adienalationship between
the two types of requests.

We decided to undertake the study of the evolution of visits and edits at tHeofete days of
the week in the aim of finding a meaningful closeness between their two tehwaoiaions. As a
result of such kind of analysis, Figure 4.21 presents the evolution oftipo#is of requests throughout
the days of the week for all the considered Wikipedias. Visits and edits,cim \8&kipedia edition,
correspond to the whole weeks of the entire year and have been atggtdry their day of issue. So,

"For the rest of analyzed Wikipedias:

http://gsyc.es/~ajreinoso/thesis/figures/ccfAllVisi tsDE.eps
http://gsyc.es/~ajreinoso/thesis/figures/ccfAllVisi tsES.eps
http://gsyc.es/~ajreinoso/thesis/figures/ccfAllVisi tsFR.eps
http://gsyc.es/~ajreinoso/thesis/figures/ccfAllVisi tsIT.eps

http://gsyc.es/~ajreinoso/thesis/figures/ccfAllVisi tsJA.eps
http://gsyc.es/~ajreinoso/thesis/figures/ccfAllVisi tsNL.eps
http://gsyc.es/~ajreinoso/thesis/figures/ccfAllVisi tsPL.eps
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Aggregated visits per day of the week (DE) Aggregated search operations per day of the week (DE)
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Figure 4.19: Evolution of the different types of requests throughout#ys of the week (DE).

Figure 4.21 presents their compared progressions and shows a cabbidtoseness in the evolution
of both types of requests in several Wikipedias: German, English, $pdiban and Russian ones.
This is related to the cross-correlation of the evolution of visits and editatipas which indicates
that general visitors, in a moment, tend to become contributors. Neverthlessumber of edits
tends to raise in weekends for a group of them (French, Japanesg &nd Polish). That could
mean that, in those editions, editors are not part of the great mass of p&ifihg the articles but
just a minor group devoted to contribute or to maintain theem

Moreover, Figure 4.22 presents the weekly distributions of edits (samels¢dit requests. Again,
we have to pay attention to the different edges and scales for each tgotiad. In other case, it
would seem that there are more edit operations on some days (speciabyurdeys) than requests
for editing (impossible situation because every edit operation has to bedaeby the corresponding
edit request). The graph shows how requests for editing and finislitschee closer on Saturdays than
in any other week day for some of the considered Wikipedias. This is due fa¢hthat on Saturdays
in the French, Japanese, Polish and Dutch Wikipedias, edit requestasieavhereas finished edit
operations raise. In other words, almost every edit request submitigdtarday in these Wikipedias
ends with the corresponding edit that implies a write operation to the databaisecan be seen as
a reinforcement of the existence of a group of more productive editarege Wikipedias. In turns,

12The same comparison between visits and edit requests, history regnestsarch requests, respectively, is presented
in
http://gsyc.es/~ajreinoso/thesis/figures/viEdReq.ep s,
http://gsyc.es/~ajreinoso/thesis/figures/viHiReq.ep s and
http://gsyc.es/~ajreinoso/thesis/figures/viSeReq.ep S
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Figure 4.20: Cross-correlation of visits and the different types ofesiguin the English Wikipedia
throughout 2009 (Cross-correlation between edits and submit redgsiesds included)

Figure 4.23 analyzes the evolutions of edits and submit operations. Cogtivitmthe presentation
in two axes, first of all we can see that there is less difference betweestétles corresponding to
each axis than in the case of the comparison of edits and edit requestsis Dhizause edits and
submit operations are more similar in number than edits and edit requestselag¢he two types of
requests present more different tendencies in Saturdays. On thsudayit requests tend to raise for
example in the German and Russian Wikipedias whereas the Dutch, Fretish,d? the Portuguese
Wikipedias present the opposite situation. Again, this could be related to thefwanducting typical
of expert editors that do not consider necessary to assess eamyecimtroduced. More submits than
edits might, on the contrary, respond to the manner of editing of novice authatrvalidate several
times their contributions before committing them.

We have compared our results about distribution of authoring with the dstased by Ortega
in [Ort09]. Ortega used Gini coefficients to determine the degree of theeotmration of edits over
the communities of authors corresponding to the different editions of WildpeHigh values of
these coefficients would mean high concentration of edits and, thus, @gedommunity of effective
authors. In this way, we found that editions with the highest Gini coeffi@enording to Ortega
(Dutch, Portuguese and French) are within the ones we consideriag laaelite of authors because
of their distributions of visits and edits.
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Figure 4.21: Evolution of visits and edits throughout the days of the weekfareht editions of
Wikipedia.

4.5 Behavioral patterns

As we introduced in chapter 1, one of the aims of this thesis is to describeibedigatterns related
to the use of Wikipedia. Of course, behavior is a wide concept and mayw@eogreat variety
of information elements. Here, we will focus on some of them, specially fronpénspective of
the comparison between the number of visits that the considered Wikipedianediticeive and the
number of edits performed on them. In this way, our objective is twofold. @notke hand, we
want to determine whether the contributions to the different Wikipedia editiomedrom the bulk

of users or just from a minority group of them. On the other hand, we alsdaivbtain different

guantitative parameters about the type of participation of each communitgisfwilen browsing the
Encyclopedia.

First, and as a continuation of the analysis of temporal patterns, Figurésadd® 4.25 show
the correlation between the number of visits and edits corresponding to yeeofithe week. As
images show, the German, English, Spanish, Italian and Russian Wikipetlipseskent positive
correlations between visit and edits throughout the days of the weekieshef Wikipedias present
low correlation values between the two types of requests or even negaagdhat indicates that the
two kind of requests are inversely correlated. This is the case of theelsgand Dutch Wikipedias
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Figure 4.22: Evolution of edits and submit requests throughout the dape efeek in the different
editions of Wikipedia.

where visits and edits follow completely opposed tendencies as it can bmskemrcharts aggregating
the different requests by the day of the week in which they were isSued

If we compare other types of requests to assess if they evolve in a similahamyisits do, we
find that search requests and visits are highly correlténl absolutely all the considered editions.
The issue of requests for editidgis also positively correlated to visits in all the considered editions.
In turn, history request¥’ are correlated in all the editions except the Japanese one whereas submit
requests’ are correlated in all the editions except the German and the Japanese ones

Bhttp:/igsyc.es/~ajreinosolthesis/figures/weekJA.eps
http://gsyc.es/~ajreinoso/thesis/figures/weekNL.eps

Yhttp://gsyc.es/~ajreinosolthesis/figures/corViSel.e ps
http://gsyc.es/~ajreinoso/thesis/figures/corViSe2.e ps
Bhttp://gsyc.es/~ajreinoso/thesis/figures/corViEdReq l.eps
http://gsyc.es/~ajreinoso/thesis/figures/corViEdReq 2.eps
Bhttp://gsyc.es/~ajreinoso/thesis/figures/corViHil.e ps
http://gsyc.es/~ajreinoso/thesis/figures/corViHi2.e ps
Yhttp:/igsyc.es/~ajreinosolthesis/figures/corViSul.e ps

http://gsyc.es/~ajreinoso/thesis/figures/corViSu2.e ps
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Figure 4.23: Evolution of edits and edit requests throughout the daye eveékk in the German and
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Russian Wikipedias present correlations between the two measurese(Bigid). That would mean
that only the users of these Wikipedias would issue similar values of editaibnutsequests in the

If we focus now on the relationship between edits and requests for ediiggré 4.26) we can
appreciate that both variables are positively correlated in the Germalislirigpanish, Italian and
Russian Wikipedias. Interestingly, they are the same Wikipedias in which wgitedits were also
correlated. So, again, we can think in a massive participation and coltaboirmthese editions.
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Regarding the evolutions of edits and submit requests, we find that onlynjiesi, Italian and

same days.
Considering that a correlation between visits and edits for a certain Wikigetiimn can be

intended as the patrticipation of a broad group of users in the contributidtssciontents and, by so,
the result of a more proactive and collaborative community where useing as visitors, at a given

moment, decide to become editors, we have analyzed the ratio between editsienfbr all the

considered Wikipedias. Our purpose, in this case, is to assess wheashetith remains unchanged
throughout the year in the different editions and, of course, to detertimineditions presenting the
highest ratios, as they could be considered as the ones having the miizgbqitaive communities of
users. Figure 4.28 presents the evolution of the ratio of edits to visits thoatigie entire year. In
this figure we can see three groups of editions. The first one is made thp tfie Dutch, Polish,
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Figure 4.24: Correlation between visits and edits through the days of thie fee¢he German,
English, Spanish, French, Italian and Japanese Wikipedias.

Italian, French and Russian Wikipedias that present higher rationspadgroup would consist of
the Spanish, Portuguese, English and German Wikipedia with a lower ratiallyi-the Japanese is
the only one in the third group with the least ratio. Interestingly, only the Russid Italian editions,
which presented positive correlations between edits and visits, are idciumdeng the editions with
higher edits/visits ratios. This fact is particularly interesting because it show Wikipedias that,
purportedly, can have an elite of authors are not the only ones thapitggher ratios of performed
edits. In addition, other Wikipedias, such as the Italian or the Russian,chpueiitive correlations
between visits and edits also have higher ratios of edits operations to visgardiey the evolution
of the ratio edits to visits for the different Wikipedia editions, although theeedéferences in the
plots of each one of them, we found a relative similarity in their shapes. ti#@ most of them
decrease, although with different inclines, from January till May-amtkthey start raising after these
two months. Again, there is a general drop after September with an slightgaisein December for
most of the editions except the Russian, English and Japanese ones.

Another interesting parameter can be the ratio of edits performed to edésteguas we have
noticed that there is a great number of edit requests that are not firbightbeé corresponding save
operation to the database. In this way, Table 4.11 presents the ratiospmordéeng to the different
editions of Wikipedia decreasingly ordered. In this case, we do noidenesl of interest to analyze
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Figure 4.25: Correlation between visits and edits through the days of tHefarene Dutch, Polish,
Portuguese and Russian Wikipedias.

the evolution of the ratios over time, so we present them aggregated forttreeyear. If we compare
this table with Figure 4.28, corresponding to the ratios of edits to visits, we wahsdrve that
the Wikipedia having the highest ratios of edits to visits are the ones with thetlpersentages of
abandoned edit operations, which is an absolutely interesting finding.

Now, we are going to focus on the number of requests involving the differamespaces and
actions in the different Wikipedias. The purpose, again, is to comparavioehl habits exhibited
by the different communities of users. In this way, Figure 4.29 shows tadyyaggregated number
of requests asking for each specific namespace from the total of visigstocensidered Wikipedia.
As expected, articles in thdain namespace are the most requested ones followed by special pages
created in response to particular users’ demands. Because of theirafrchagnitude, these two
namespaces practically cover all the visits to the considered Wikipediase seghof them may
appear as negligible. In order to illustrate the different ratios of visiteesponding to namespaces
other than thdlain one, we present, in Figure 4.30, the amount of requests involving eacsf trem.
TheUserandUser Talknamespaces are mainly used as communication tools to facilitate coordination
and collaboration among users, so higher ratios of visits to these namgspageindicate more
collaborative attitudes. In this way, editions that can have a minority of asittuwh the French, Dutch
or the Portuguese ones have higher number of visits to these namedp#;gserhaps, remarkable
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Figure 4.26: Correlation between edits and edit requests through theftagsveek for the German,
English, Spanish, French, Italian and Russian Wikipedias.

the few requests involving th8pecialnamespace in the French Wikipedia. On the contrary, these
requests are hegemonic in the Japanese edition.

Considering edit operations, Figure 4.31 show the different namespaeéhich correspond the
edit operations performed in each considered Wikipedia. As expectedt ofrthe edits were realized
on articles in theMain namespace. Interestingly the French Wikipedia presented a high volume of
visits to theUserandUser.Talk namespaces, however the number of edits to the same namespaces do
not preserve the same ratio.

As graphics do not provide enough information, we have putin relatiomuthder of visits tdfalk
pages and the number of performed edits in each considered Wikipeditall®ysages are devoted
to support users’ discussion about the contents of the correspoadiolgs, it would be expected
that users visited them prior to contribute to the articles. Our results indicatehth is true only in
the English Wikipedia (as shown in Figure 4.32). Visits to heer and User Talk namespaces are
absolutely correlated in all the considered Wikipedias (see Figure 4.33)ev¢r, the visits to the
Userand UserTalk namespaces are not correlated to edits in any of the considered Wigispe

Regarding the different kind of actions that users requests, we lengdered of interest to
compare the amount of them solicited to every Wikipedia edition. Figure 4.34sshow many
requests involving each different type of action are submitted in eaclideved Wikipedia. Again,
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Figure 4.27: Correlation between edits and submit requests through tkeotitlye week for the
German, English, Spanish, French, Italian and Russian Wikipedias.

it is specially remarkable the case of the French Wikipedia. Consideringt thas the lower ratio

of requests to th&pecialnamespace according to Figure 4.29 and searches operations atesissue
special demands in this namespace, it would be expected that seardleher ratio. This fact is
confirmed by Figure 4.34.

4.6 Featured contents

In this section we present a statistical analysis of the impact that the prombtigghequality articles
to the featured status has on the attention they receive. Moreover, warallyze the effect of the
appearance of featured articles as examples of quality content in the ngais glaseveral Wikipedia
editions in the number of visits they attract. We will use different tests to studethaestions.
Although they are standard statistical tests, for the sake of completereeass witing an introductory
text on the topic [Cro05] that can be used to find the full details about them.

To begin with, we will analyze the attention attracted by featured articles mezbén the main
pages of several Wikipedia editions. In this way, Figures 4.35 and 46 ttte average number of
visits (or mean) for the featured articles presented in the main page of thielEYAjkipedia during
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Figure 4.28: Evolution of the ratio edits to visits throughout 2009 for all thsiciered Wikipedias

Edition | Edits | Edit requests Percentage of finished edits
IT 57447 632295 9.09%
FR 76377 941017 8.12%
NL 29799 379450 7.85%
PL 31199 419411 7.44%
RU 60516 814103 7.43%
DE 102442 1426027 7.18%
EN 533879| 8026886 6.65%
PT 28469 584498 4.87%
ES 66547 1666890 3.99%
JA 47546 2079305 2.29%

Table 4.11: Edit requests finishing with a write operation to the database.
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Percentage of visits per NameSpace during 2009 for every Wikipedia edition
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Figure 4.29: Yearly aggregated visits to each namespace in the differkipedias.
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Figure 4.30: Yearly aggregated visits to each namespace (excepdimeone) in the different
Wikipedias.



118

Analysis and Results

Edits(%)

Figure 4.31: Yearly aggregated ratios of namespaces involved in ediéstxy
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Figure 4.32: Correlation of the daily number of visitsTalk pages and the daily number of performed

edits.
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Correlation between visits to the User and User_Talk ns (DE)
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Figure 4.33: Correlation of the daily number of visits to theerandUser Talk namespaces.
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Figure 4.34: Yearly aggregated ratios of requested actions for evidipéflia edition.
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Figure 4.35: Average number of visits for today’s featured articles in tigdigh Wikipedia during
November 2009.

Figure 4.36: Average number of visits for today’s featured articles in tigigh Wikipedia during
April 2009.

April, November and their corresponding previous and following monttisa #st glance, it seems
clear that the so-called “today’s featured articles” attract much more attetitiong the the month
they appear in the main page that in the months right before and after.

If we analyze now the same metric applied to the articles just promoted to theeidatiatus
in April and November, we obtain that those articles do not receive ahtlay highest number of
visits in the month they are promoted as today’s featured articles did. Thishalgyodue to the
effect of the internal mechanism for promotion that entails a reviewingranmaiion and a consensus
process. In this way, the different dynamics exhibited by each communityesé during the process
of promotion are reflected in the visits that the involved articles attract. Asampghe, Figure 4.37
presents the evolution of the number of visits for the April’s featured artioleégferent Wikipedias
during that month as well as during March and May.

Figure 4.38 shows a boxplot of all the visits to the featured articles presantbe main page
of the Wikipedias under study during the considered periods. In the bgxphe main box shows
the bulk of data (those values between #3eand75 percentile), and the median is highlighted with
a line inside the box. Outliers (values with very extreme values) are markeaingtes outside the
box. For instance, if we focus on the case of the English Wikipedia, astagleince, it seems that
level of visits during April and October was higher than it was during theesponding previous
and following months, when the level of visits remained quite similar. It seemsithadth periods,
the bulk of visits correspond to the months when articles are displayed in thepagés in all the
Wikipedias except the Spanish one that presents a similar behavior in all titesno

In the same way, if we plot the visits, Figure 4.39, to the promoted articles dilménigvo sets of
months we could appreciate the different dynamics exhibited during thedelgitcomotion processes.
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Figure 4.37: Different patterns of visits for the featured articles cpmeding to April 2009 in
different Wikipedias.

To find out whether the differences in the median values for all the sam@e®egligible or not,
we will use a statistical test. Because the median values seem to be highlydsketve box, the first
step is testing whether the samples are extracted from a Normally distributathpop. Depending
on the result, we will choose a different statistical test to compare visits rdiff months.

Tables 4.12 and 4.13 show the results of the Normality test for the visits to theddarticles
displayed in the main page of the English (EN), Spanish (ES), German (BdE}eench (FR)
Wikipedias during the two considered sets of months. The value ofitheolumn is the Shapiro-
Wilks statistic, which indicates whether the sample is normal if and only iptvedue is lower than a
certain thresholdd(05 most often). In the case of these samples, only the distributions cordiagon
to the months of April for the German, English and French Wikipedias and timtnaod October the
English and the German Wikipedias presented Normal distributions.

The same tests applied to the promoted articles revealed that only the oresgpoaring to the
English Wikipedia during September and to the German Wikipedia in March follcavélormal
distribution. The rest of distributions were all non-Normal.

This non-normality of the samples implies that we have to test the median rathehéharean
values, because the mean is highly biased for this kind of samples. If thgraiste of the samples
are highly skewed, the mean value can be affected by extreme valuetheFgamples under study,
during the two central months, itis likely that we find articles with very high v@bferisits (outliers),
which will increase the mean value even though the rest of featured ariofesn with a similar level
of visits. In such cases, the median value is more robust to outliers.

Because of this issue, we decided to use a Wilcoxon rank-sum test (alam las Mann-Whitney-
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English Spanish English Spanish

Figure 4.38: Boxplot of the visits to featured articles included in the main pefgee considered
Wikipedias.

’ Lang \ Mar Apr May

w P w P w P
DE | 0.97 | 0.83 | 0.90 | 0.02 | 0.97 | 0.77
EN | 0.97 | 0.65 | 0.83 | 0.00| 0.95 | 0.35
ES | 0.89 | 0.12 | 0.87 | 0.08 | 0.95 | 0.75
FR | 0.86 | 0.10 | 0.98 | 0.02| 0.86 | 0.10

Table 4.12: Normality tests for featured articles displayed in the main pagesn®hth of April for
the English, French and German Wikipedias seems to be Nopmal)(05). The rest of distributions
are non-Normal.

Wilcoxon test) to find out whether or not the appearance of a featutietean the main page implies
a greater number of visits to those articles. This test is not sensitive to tmalityrof the data.

Tables 4.14 and 4.15 show the results of the test. The column labesdmbws the value of the
statistic, and the colummshows the level of significance. A high valueldfwith p < 0.05 indicates
that the level of visits of the two samples under comparison is different;wiberit is similar. For
instance, in the case of the English Wikipedia, the months of September araeObtve different
levels of visits, as October and November have. But when comparingrélegtevith November,
the level of visits is similar. Interestingly, these results indicate that featutietea displayed in the
main pages attracted more visits during October only in the case of the Englighedikk However,
in April both the English and the German Wikipedias attracted more visits ovee#taréd articles
presented in their main pages. When examining the promoted articles, nore agdrtral months
attracted a number of visits significantly higher than the next ones. Agaixfi@ation may reside
in the different way of conducting when developing the promotion process
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Figure 4.39: Boxplot of the visits to articles promoted to the featured status icahsidered
Wikipedias.

’ Lang. \ Sept Oct Nov
w P w P w P
DE | 0.94 | 0.64 | 0.96 | 0.03| 0.91 | 0.33
EN | 0.95]0.19 | 092 | 0.03| 0.95 | 0.16
ES | 0.94]0.63 | 091 | 0.30 | 0.97 | 0.85
FR | 0.82|0.85]0.89|0.22|0.87]|0.13

Table 4.13: Normality tests for featured articles displayed in the main pagésg tl@rthe month of
October for the English and German Wikipedias seems to be Nogmal)(05). The rest of samples
are non-Normal.

4.7 Most visited, contributed and searched topics

As we exposed in chapter 1, nowadays there is no possibility of haviegate a reliable and updated
information about both the most visited and edited articles in the different esliibiwikipedia.
Chapter 2 described several initiatives in this line, but all of them areeptly, out of service or
unmaintained.

As far as this study is concerned, the most visited and edited articles argreétimportance
because they can serve as good indicators of the uses given to tmerdifiditions of Wikipedia by
their corresponding communities of users. Apart from identifying andyoaitgng the most popular
topics, such kind of study can allow to evaluate if articles’ popularity anthiteother habits are
transmitted among the different editions of Wikipedia.

First of all, we are going to compare one of the few lists with the most visited articitsve
have managed to obtain and the results after our analysis. In this wayeHgt0 presents the
50 most visited articles during August 2009 in the German and English Wikipedieording to
the portalhttp://wikistics.falsikon.de . Again for validation purposes, we compared
our results with the ones obtained from this portal. Considering that thismiattton is based on
Domas Mituzas pageviews, it can be regarded as a reliable element to eowifiar In this way,
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Lang M/A AlY M/IY
U p U p U P
DE 119 | 0.00| 351.5 | 0.00| 351.5 | 0.83
EN 100 | 0.00 617 | 0.00 336 | 0.62
ES 39 | 0.06 100 | 0.11 68 | 0.83
FR | 21.5 | 0.10 64 | 0.04 46.5 | 0.62

Table 4.14: Results of the Wilcoxon rank-sum test for all the samples. IEnigésh and German
Wikipedias, the featured articles presented in their main pages during Apgived more visits
(p < 0.05) that in the previous and in the following months. In the rest of editions, thel l=fv
visits remained quite similar in all the three months. M: March, A: April, Y: May

Lang S/0O O/N S/N
U p U p| U p
DE 13 | 0.01 63 | 0.05 32 | 0.47
EN | 140 | 0.00| 645 | 0.00| 337 | 0.37
ES 33 | 0.53 | 46.5 | 0.62 36 | 0.72
FR 25 | 0.19 52 | 0.34 38 | 0.86

Table 4.15: Results of the Wilcoxon rank-sum test for all the samples. |&nigsh and German
Wikipedias, the featured articles presented in their main pages during Qetifaeted significantly
more visits than in September & 0.05). However, only in the English Wikipedia featured articles
received more visits in October than in November. In the rest of editionghalthree months
presented quite similar numbers of visits to the featured articles presented nmathegpages. S:
September, O: October, N: November

Tables 4.16 and 4.17 present, respectively, two lists made up of the 50 isitest \articles in the
German and English editions of Wikipedia. As we are interesting only in statidesitiwe are not
consideringSpecial pageslynamically generated on-demand in response to specific users’ teques
such as random articles, articles linking to a given one and so forth. skaron articles, if we
compare our lists with the ones in Figure 4.40 we can see that the rank posititnast all articles
match.

After having validated the way in which we are obtaining the articles thatwedbe highest
numbers of visits, we undertake now their classification according to aar&tation based on the
one proposed by Spoerry in [Spo07] and which has been adequatalsitted in chapter 3. In short,
we have classified the top-65 most visited and edited articles correspdodimg German, English,
Spanish and French Wikipedia during six months of 2009. The differatgigories used for the
classification are enumerated bellow:

1. Entertainment (ENT)
2. Politics + War (POL)
3. Geography (GEO)
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Title Pageviews | Title Pageviews
Hauptseite 107261 JohnnyDepp 2165
Wiki 56801 | Vagina 2101
Deutschland 26799 Grey%E2%80%99#natomy 2075
Nekrolog 2009 22034| ErsterWeltkrieg 2004
MichaelJackson 13105 JohnbDillinger 1991
InglouriousBasterds 12202 Hamburg 1963
Perseiden 10602 InfluenzaPandemi2009 1937
Hans Christian%C3%98rsted 8901 %C3%96sterreich 190
Wikipedia 7097| Liste_.von. - 1868

Abk%C3%BCrzungen

(Netzjargon)
Bundestagswa?009 6720| Adolf_Hitler 1845
Harry_Potter 4483 Kroatien 1821
Berlin 4470 | Europ%C3%Ad4ischéJnion 1819
UsainBolt 4402 | Schweineinfluenza 178
QuentinTarantino 4175 Sex 1787
Vereinigte Staaten 3897 %25s 1695
Twitter 3872 | Bud_Spencer 1674
Mein_coolerOnkel Charlie 3566| Liste_derPornodarstellerinnen 167
Kerstin R%C3%BChl 3245 Schweinegrippe 154
WoodstockFestival 3046 Papierformat 1537
llona_Christen 2573 Borderline- 1480

Pers%C3%B6nlichkeitsst%C3%B6rung
Zweiter Weltkrieg 2550| Penis 1466
Lady Gaga 2467 GossipGirl 1461
Schweiz 2467 Frankreich 1444
Leichtathletik- 2327 | Irland 1433
Weltmeisterschaf2009
Scrubs%E2%80%93Die._- 2275 | Twilight %E2%80%93Bis(s) - 1426
Anf%C3%A4nger zum.Morgengrauen

Table 4.16: Most visited articles in the German Wikipedia (August, 2009).
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Figure 4.40: Lists with the 50 most visited articles and Special pages in the G¢anand English
(b) Wikipedias during August 2009 according to thtép://wikistics.falsikon.dsite.

Sexuality (SEX)
Science (SCI)

4
5
6. Information and Communication Technologies (ICT)
7. Arts (ART)

8

Current Events (CUR)

Table 4.18 presents the result of the categorization of the most visited #&ad adicles. The
different categories considered in our analysis are presented in this talvs whereas visits and edits
corresponding to each edition are allocated in the columns. Here, it is imptotaate that articles
consisting inMain Pagesare the unique in their category and, because of this, they have such low
percentage. Looking at the table, it is clear that there exist importantatiffes in the subjects that
attract more attention in each considered Wikipedia. For example, topicgiredatee entertainment
category do constitute the 44.92% in the English Wikipedia, whereas in thés8ptition the same
kind of articles attract only a 16.00%. Interestingly, again in the Spanish diap these type of
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articles are the ones that receive most contributions from users. Itdsat&ceable than articles
concerning sex topics gain more attention than the ones dealing with scienkficxamistic contents
in the English Wikipedia. Scientific articles are the most requested in the Sp&likigledia (24.00%)
followed by the ones dealing with humanistic topics (20.92%) such as literatuseto Articles
related to current events present significant visiting ratios in the EngléRi@mch Wikipedias which
could mean that their users would use Wikipedia as a kind of referencafteph certain new or event
becomes a subject of interest. Interestingly, articles devoted to cuveariser facts receive important
numbers of contributions also in the German Wikipedia. The Spanish editidheawontrary, present
low rates corresponding to this kind of articles.

Regarding the most searched topics, we have classified the strings sulyitiseis when issuing
search operations using the same categorization that was applied to the'aitlele Table 4.19
presents the percentages corresponding to the different catedgm®esched topics in several editions
of Wikipedia. According to this table, a high number of search operatiorvies entertainment-
related topics in all the considered editions. This number is particularly higle iBriglish Wikipedia.
Spanish Wikipedia's most searched topic corresponds to the Geograigmpry and holds the highest
numbers of searched topics related to scientific and humanistic disciplinesoliceable that in the
French Wikipedia there is a high number of undetermined topics becausddheyt correspond to
existing articles and they seem to be individuals’ names and surnames.

Let us consider now how the requests to the top 65 most visited and editdesaatie distributed
among the different categories. Table 4.20 presents this information@mtdang to it, most of visits
correspond to the main pages for all the editions except the Spanishnathe. German and English
Wikipedias the entertainment category has more visits than in the rest of thé¢ine. Finench edition,
it is Geography the category which attracts more visits. Finally, in the Spanitsbredcientific and
humanistic related articles are the most requested by users. The coblseidevapercentage of the
traffic directed to the main page in the Spanish Wikipedia may be due do thedatstasers mainly
access the Encyclopedia through external search engines or biydiyping articles’ URLSs in their
web browsers.

In the same way, we have also obtained the distribution of search requestgitbut the
considered categories. The results are presented in Table 4.21. Thishalwvs how entertainment
related topics are the most searched in all the considered editions of Wikigagkpt in the Spanish
edition where Geographical topics are the most frequently submitted. Is, tilnis group of topics
is the second most frequent in the rest of editions whereas in the Spaikigiedlia entertainment
related topics are in the second position.

As we aimed to assess whether search requests involving particular topidsifluence the
number of visits to articles related to the same topics, we correlated seanestegnd visits to each
category of subjects. As a result, we found that, from the four coresidé/ikipedias (German,
English, Spanish and French) only the German and English ones exhibis@&t/eo@orrelations
between the two measures. This is shown in Figure 4.41 and means thatt &t tbase Wikipedias,
there is a well-defined impact of search requests in the subsequent visitdctes. Arguments
explaining the opposite situation may include a not-generalized use of the \dikipeilt-in search
engine in favor of external engines or that users did not get the ppate results when querying the
Wikipedia engine.
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Figure 4.41: Correlation of visits and search operations involving speoifics in the German,
English, Spanish and French Wikipedias.

4.8 Summary of results

We are summarizing here our most important and significant results. Téssdesrare stemming from
the analysis of a sample of the log lines registered by the Wikimedia Foundatimeh &xvers which
correspond to requests submitted by users to Wikipedia. We have catsttlerines sampled during
2009 which have been analyzed to obtain a detailed characterization offfie tihey compose.
In addition, those involving some namespaces or actions have been filtedetheir information
elements have been stored into a database for further analysis.

In the following, we are presenting our most relevant achievements:

« First of all, we have validated some of the results obtained from the stadiyed a as a part
of this thesis. This kind of analysis is innovative, not only because of éhér@ of the sample
of data that it manages, but also because of the results that it allows to.obtatanately, it
has been possible to validate some of our results due to the availability of tdateedources
to compare with. In this way, data from the Wikimedia Foundation itself and edtevell-
reputed sources such Alexa constitute our main references. Moyeseveral former studies
and initiatives have been also included in the validation process. Theetiffeomparisons we
have performed have shown the reliability of our analysis both in macraswyms, involving
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whole editions, long periods or certain actions, as well as at a higherdedetail focusing on
particular articles, namespaces or actions and on shorter specific timaisterv

» The results from the validation process permit us to conclude that mo wifsits to Wikipedia
articles, by the 85%, correspond to the namespaces considered in tigsMhaga, Talk, User,
Usertalk and Special In the case of edit operations, our results (94%) allow to infer that, in
practice, they only involve the aforementioned namespaces.

 After comparing the size of the different editions of Wikipedia with the amadittaffic they
attract, we can conclude that higher volumes or articles do not corré@$ptigher amounts of
traffic. This means that resources related to the storage and to the calgkvesy scale with
ratios completely different.

« A previous examination of the traffic to all the Wikimedia Foundation projectsvshthat
approximately the 96% of the requests correspond to Wikipedia pagesapld&nled resources
such as images or videos.

» The characterization of the traffic to Wikipedia reveals that about ateuaf it correspond
to visits (or pageviews) to articles. Requests specifying some kind of tigereonstitute
approximately another quarter. Talking about actions, it is remarkable tlepegigentage
of search operations and the considerably low number of edits. Anotieeesting fact, is the
number of requests related to presentation and visualization settings ttiatagaroximately
the 35% of all the requests.

» The ten editions of Wikipedia (German, English, Spanish, French, Ital@manese, Dutch,
Polish, Portuguese and Russian) considered in this thesis attract motbeah@iPso of all the
requests directed to the whole set of Wikipedias.

« The study of the temporal patterns has shown, firstly, that the traffic tip@dia is positive
correlated to the traffic to all the Wikimedia Foundation projects. In the sametlaméraffic
consisting in the request filtered for our analysis follows a similar evolution tha general
one to Wikipedia. Filtered requests are those involving the previously medtitamaespaces
and consisting in visits, edits, history reviews, search operations andreslibbmit requests.
In addition, we have assessed that only visits, requests for editing archsgperations follow
clearly periodical patterns over time. Edits also present some kind of statyowhereas the
rest of them (history reviews and submit requests) present more lareggndencies. In this
way, we state that the most usual types of requests follow the periodalatien of the general
demands to Wikipedia but those having a specialized character presecycliwal tendencies.

« Analyzing the evolution of visits and edits we have seen that some WikipeGiesman,
English, Spanish, Italian and Russian ) present considerably similarneedefor the two
types of requests whereas in the rest (French, Dutch, Japanésk.@d Portuguese) the same
requests present important differences in their temporal distributionsseTtifferences are
specially patent on Saturdays, when visits decrease but edits raisesufjgissts that in the
Wikipedias with similar lines of evolution, general users tend to be contributotkerwise,
temporal differences may be due to the existence of a elite of contribuspsnsible of a great
number of contents. This hypothesis is reinforced by the fact that tHetmws of requests for
editing and edits present similarities in the same editions where visits an edits miat¢heid
shapes and differ in the same editions than visits and edits did. In additiorgriifgadson of
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the tendencies of edits and submit requests show that, in weekends, ddit taise whereas
submit decrease in some of the editions with presumably elite of authors. Thiberdye to

the fact that common users, acting as novice contributors, tend to chécktibages several
times before contributing them. In the case of expert authors, it is no &peach kind of

behavior.

Regarding users’ behavior, we have, firstly, determined that a sigmifitumber of requests
for editing are not finished by the corresponding write operation to thebds¢a This

means that users decide to abandon, at a given time, the process of stiitiegl with the

corresponding request. In this line, we have obtained the differensratimmcomplete edit

requests corresponding to the different Wikipedia editions. On the e¢gntva have verified

that submit and edits are very close in number in most of the editions. Thiseceseln as the
generalized use of the changes preview before committing permanentlyathgeshperformed
or the contributions submitted.

The analysis of the relationship between edits and visits confirmed that égtlests are
positively correlated in the German, English, Spanish, Italian and Russikipedfias. The

same editions that presented similar temporal evolutions corresponding to thgpes of

requests. Interestingly, the same Wikipedias also present a positietatiom between edits
and requests for editing. We have extended the analysis of the corrddativeen visits and the
rest of types of requests finding that it is positive in all the considergies for searches and
requests for editing. History and submit requests are related in almost alflitt@ng except

Japanese and German ones. Interestingly, only the English, Italian asibRWikipedias
presented positive values in the correlation of edits and submit requests.

We have determined the ratios of edits to visits in the aim of evaluating the defiree
participation and collaboration of users of different Wikipedia editions.iti@ts with the
highest ratios correspond to those that presumably have a reduceflaghors in charge
of contributions. However, they also include Wikipedias with proved tatio;ns between edits
and visits and, thus, being contributed by general visitors.

In addition, we have obtained the users’ reluctance at the moment ofragptgir contributions
and make them permanent. Concerning this topic, we have found that edittbrisgher ratios
of edits to visits are also those with greater percentages of finished editiops. That means
that in the editions having a kind of habit for edit, users finish more frequthglyedit requests.
These editions entail both the ones having minority of authors and those wbeeral users
also contribute.

Analyzing the distribution of visits over namespaces. We have found thagxpected, the
main namespace receives most of visits. The following namespace by nafmbguests is the
Specialone, corresponding to the those requests asking for particular senkcethermore,
we have correlated the visits to particular namespaces such as Talkh&ser or User Talk
namespace and the preformed edit operations to analyze whether ysergdt some context
about the article’s discussed topics before contributing to it. Although itexpscted a certain
relationship considering that the aforementioned namespaces are @seghasiunication tool
to promote collaboration and cooperation, only in the case of the English Wikipedits and
visits to theTalk namespaces were correlated.
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» Evaluating the impact of featured articles has allowed to sate that articldaygidpduring
specific periods of time in the main pages of the different Wikipedia editionsxamples of
high-quality contents, surely attract more attention from users only in thésBriyyikipedia.
On the other hand, the analysis of visits to featured articles during their picmgrocess
has permitted to highlight the differences in the dynamics exhibited by thespomding
communities of users when looking for consensus.

* We have categorized the most visited and edited articles in the different &tlikigditions.
As a result, articles related to entertainment are the most visited in the Englishedikip
whereas articles related to scientific or humanistic topics are the most ratjiretiie Spanish
edition. We have also classified the topics most repeatedly searched usisgntle previous
categorization. In this case, all of the editions present high ratios offssmicorresponding
to the entertainment category. In the English Wikipedia, this is the categoryfregsently
looked at, whereas geographical are the one most repeatedly qubdatiia the Spanish
Wikipedia. After correlating both visits and search requests, we havedfdloat there is
only a positive correlation for the German and English editions. This meansttiese two
Wikipedias searches have a considerable effect on visits, so uges asticles whose topics
have been previously involved in search operations.
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Title Pageviews | Title Pageviews
Main_Page 1835745 Eminem 9058
2009 flu_pandemicby_country 40524| Noesis 8960
The Beatles 35804 SelenaGomez 8359
Wiki 34558 | JohnHughes(director) 8228
Ted Kennedy 27434 Vagina 8056
Michael Jackson 21368 Les Paul 8013
YouTube 20593 Adam Goldstein 7782
Perseids 20567 MeganFox 7659
District_9 18855/ Lil_Wayne 7515
Deathsin_2009 18132 Google 7270
HansChristian%C3%98rsted 17174 HypertextTransferProtocol 6997
InglouriousBasterds 15759 Naruto 6955
Kennedyfamily 15386 | 200Qin_film 6834
Lady Gaga 14543 Penis 6834
Wikipedia 12170| Drake (entertainer) 6777
United States 12056 BarackObama 6714
True Blood 11753| Humanpenissize 6620
UsainBolt 10662 | QuentinTarantino 6602
Facebook 10559 List_of_sexpositions 6551
Swineinfluenza 10471 Avatar (2009film) 6545
WoodstockFestival 10302 JuliaChild 6484
CharlesManson 10041 Harry_Potter 6484
Miley_Cyrus 9746| United Kingdom 6478
Sex 9615| Chappaquiddickncident 6477
MeganWantsa Millionaire 9385 | VanessaHudgens 6462

Table 4.17: Most visited articles in the German Wikipedia (August, 2009).



Category | DE (Visited) | DE (Edited) | EN (Visited) | EN (Edited) | ES (Visited) | ES (Edited)) | FR (Visited) | FR (Edited) |

Category | DE (Visited) | DE (Edited)| EN (Visited) | EN (Edited)| ES (Visited)| ES (Edited)| FR (Visited)| FR (Edited)
MAIN 1.54% 0.00% 1.54% 0.00% 1.54% 0.00% 1.54% 0.00%
CUR 9.23% 19.69% 17.85% 25.23% 5.23% 5.23% 11.08% 9.23%
GEO 24.62% 15.38% 7.69% 9.85% 13.23% 17.54% 21.85% 23.69%
ICT 7.08% 7.69% 5.23% 2.15% 12.31% 1.85% 6.15% 0.92%
ENT 31.08% 14.77% 44.92% 36.31% 16.00% 46.46% 27.69% 25.23%
POL 9.85% 12.62% 8.92% 9.54% 5.23% 6.46% 6.77% 7.38%
SCI 5.54% 7.38% 3.38% 1.54% 24.00% 7.08% 4.31% 4.62%
ART 4.31% 17.23% 0.92% 14.46% 20.92% 13.85% 15.38% 27.69%
SEX 6.77% 0.31% 8.92% 0.00% 0.31% 0.00% 2.77% 0.31%
UN 0.00% 4.92% 0.62% 0.92% 1.23% 1.54% 2.46% 0.92%
TOTAL 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Table 4.18: Result of the categorization of the most visited and edited artictee iBerman, English, Spanish and French Wikipedias durin
January, February, June, July, August and November 2009
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Category | DE| EN| ES| FR]
CUR 0.49%| 4.36%| 4.36%| 2.31%
GEO 29.74%| 5.64%| 26.41%| 7.18%
ICT 5.64%| 5.13%| 3.59% | 3.33%
ENT 31.54%)| 68.46% | 25.13%| 24.10%
POL 8.21%| 2.56%| 2.05% | 2.56%
scl 2.82%| 0.77%)| 17.18%| 5.38%
ART 2.82%| 4.36% | 14.36%| 10.00%
SEX 4.62%| 4.62%| 5.13%| 1.28%
UNDETERMINED | 47.93%)| 43.61% | 49.45%| 54.55%

Table 4.19: Categorization of the 65 most searched topics in the GermdisH:&ganish and French
Wikipedias during January, February, June, July, August and iNbege 2009



Category | DE (Visited) | DE (Edited) | EN (Visited) | EN (Edited) | ES (Visited) | ES (Edited)) | FR (Visited) | FR (Edited) |

Category | DE (Visited) | DE (Edited)| EN (Visited) | EN (Edited)| ES (Visited)| ES (Edited)| FR (Visited)| FR (Edited)
MAIN 47.28% 0.00% 74.05% 0.00% 7.41% 0.00% 57.77% 0.00%
CUR 5.53% 20.27% 6.18% 28.30% 7.76% 5.94% 8.18% 11.58%
GEO 11.60% 14.40% 1.55% 11.16% 11.66% 18.47% 9.51% 24.73%
ICT 5.97% 7.64% 2.26% 2.27% 10.66% 1.17% 2.79% 0.58%
ENT 16.64% 16.17% 10.92% 31.63% 14.48% 50.53% 9.00% 23.74%
POL 5.25% 13.18% 2.36% 10.37% 4.31% 4.88% 2.15% 6.29%
SClI 2.97% 6.42% 0.95% 1.36% 22.72% 6.16% 1.72% 3.72%
ART 2.25% 17.17% 0.16% 12.33% 17.70% 12.10% 4.63% 28.21%
SEX 2.50% 0.22% 1.47% 0.00% 0.18% 0.00% 0.61% 0.25%
UNDET. 0.00% 4.54% 0.09% 2.57% 3.13% 0.74% 3.63% 0.91%

Table 4.20: Distribution of the requests to the most visited and edited articles ®ettman, English, Spanish and French Wikipedias during
January, February, June, July, August and November 2009
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Category | DE | |ENES| FR]|
CUR 1.00%| 1.79%| 1.41%| 1.02%
GEO 20.58%| 5.00%| 22.27%| 7.82%
ICT 2.09%| 3.30%| 1.39%| 5.99%
ENT 18.25% | 35.53%| 12.02%| 19.73%
POL 5.60%| 5.13%| 1.63%| 3.95%
scl 0.34%| 0.35%| 5.41%| 2.34%
ART 0.88%| 1.89%| 3.57%)| 4.25%
SEX 3.32%| 3.41%)| 2.85%| 0.34%
UNDETERMINED | 47.93%| 43.61%| 49.45%)| 54.55%

Table 4.21: Distribution of the requests to the most searched topics in the GdEmglish, Spanish
and French Wikipedias during January, February, June, July, Aagua November 2009



Chapter 5

Conclusions and Further Research

“The Things to do are: the things that need doing, that you see need tnkeahd
that no one else seems to see need to be dohetter to Micheal Buckminster Fuller,
(1892).

Wikipedia, the largest wiki-based platform available on the Internet, iseceai information for
millions of people around the world. Due to this relevance, Wikipedia haseeqprofuse subject of
research during the last years. However, all this research hasibealty concerned with the quality
and reliability of the Wikipedia’'s contents or with its growth and evolution tenesndther aspects
such as authors’ reputation or survival of contributions have beerredgilarly addressed. However,
the examination of the ways in which the different communities or users are gnag&of Wikipedia
has received little attention by the research community. The characterizitlmmtoaffic made up of
users’ requests can lead to patterns describing the interaction amongitiéme platform. Moreover,
in conjunction with the study of the temporal distribution of requests, suchdimtharacterization
may help to improve the response of the Encyclopedia to the imposed worklthdn general terms
as well as on particular situations of system stress. In the aim of perfosugigtraffic analysis, we
have parsed and filtered the Squid logs lines containing information aborgdhests submitted to
the most active editions of Wikipedia by their communities of users.

In the following, we will review the most important results after our analysisimy them in
relation to the research questions presented in chapter 1.

5.1 Summary of results

After having introduced the main goals of this thesis in chapter 1 and exjissadtivating research
guestions, we presented in chapter 3 the most relevant aspects of tinesitibm elements composing
our data feed and the methodological development conducted to prowkexamine all of them.
Furthermore, we introduced in chapter 4 the analysis leading to obtain buodiibeal and temporal
patterns characterizing part of the use of Wikipedia.

As a result, we summarize here the most important achievements and the mdusicorscwe
have reached after the work described in this thesis. In order to prawiddl-structured and easy to
follow compendium, we will use the search questions introduced in chapteoiganizational and
articulatory items.

137
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1. Can we trust the results obtained from the analysis of requests sapled from the
Wikimedia Foundation Squid servers?
We have based all our research in the analysis of the log lines registere Wikimedia
Foundation Squid servers containing the requests sent by userse 3ényers save relevant
information about each served request and, in particular, they stotéRhe, which are the
form in which requests are expressed, submitted by users. The ardl&iged information
aims to determine particular aspects of web sites and it is an interesting altertmatie
examination of dump files storing all their contents. Analyses based on logaatae faster
and less-resource demanding because log files do not contain as ntaicls damp files. This
feature allows that log processing could be done even on-the-fly agoitien downloading
of heavy files prior to their analysis. In addition, dump files are offeredhgycompanies
or institutions supporting the web sites with a determined, or some times undetermined
periodicity. So, there is a dependence on their availability to perform a plartiexamination.
Of course, log files also come from the institutions’ facilities hosting the web lsitest least
in the case of the Wikimedia Foundation, once the corresponding agreeragmstablished,
we are receiving a continuous stream of data. In this way, we canrpedoy study regarding
all the information received at any time with absolute independence.

Although log information about any project maintained by the Wikimedia Founaatam
contain as many information elements as configured in the correspondireg, $eiv obvious
that Wikipedia dump files include important data not offered in the log formeh s1s the
contents contributed in a certain revision, its author, etc... However, logitéain the requests
sent by users to browse the Wikipedia articles and to contribute to them. Thisdllyavaluable
data source not comprised in dump files that offers interesting reseasslbiities. Thus, in
order to exploit as maximum these data, one of our most important conasrisekn how to
extract the largest amount of information from Squid log lines. In this wdi. darsing has
allow us to identify relevant information elements such as the Wikipedia editionathespace
and action requested or the title of the article involved in the requests. Théme iiitering
step, the application has determined if the request was considered osiritereur analysis.
Perhaps the other most important concern for us has been the asdeskthenvalidity and
reliability of such an analysis based on log files. This assessment haddmeeiy comparing
some of our results with other from reputed sources, such as the infommatisided by the
Wikimedia Foundation itself and other well-known institutions like Alexa, as welliéts data
from previous developed tools such as Orteg&likiXRay After this comparison, we have
obtained that our results nearly match the sampling factor used to build oueddtéthe 1%).
Besides validating summarized data related to whole editions or large intervaisepfwe
have also verified our results at a considerable finer grain by makingithe somparisons at
the level of particular articles or for very specific periods of time. Agaie rtatching has been
positive and has maintained its closeness to the sampling factor. So, logsrizysg properly
conducted, is reliable enough to trust its results. Hence, it may be coedidea complement
or, even, an alternative to the analysis of dump files.

2. Can we obtain a characterization of the types of requests compiogy the traffic to the
different editions of Wikipedia?

Perhaps, one of the most relevant particularities of this thesis is the twaofalgsés performed
on the general, raw, traffic to Wikipedia as well as on the particular setopfasts which have
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been filtered as a result of being considered of interest after the déeeaf our study. This
thesis has entailed the characterization of the general traffic directed tpediik and made
up of all the requests sent by users when browsing the Encyclopedliiasking for different
kinds of contents and services. Moreover, we have also analyze& &wbl of requested
project all the traffic towards the Wikimedia Foundation servers. In relatahis subject,
we have found that, approximately, the 96% of the overall traffic directetiegdNikimedia
Foundation servers is composed by requests to Wikipedia as well asusstedor previously
uploaded media content, mainly images. Interestingly the proportion of both&fpequests is
quite similar. Focusing on Wikipedia, the editions considered for this thesisn@we English,
Spanish, French, Italian, Japanese, Dutch, Polish, Portugueseiasidii attract more than the
91% of all the requests and the English Wikipedia maintains an important hegevitbrmore
than the 46% of the traffic. The considered editions of Wikipedia prestatent distribution
of their respective traffic for the months of 2009 which is a first indicafaditberent habits
when the Encyclopedia is visited.

The examination of the composition of the traffic has allowed us to determine tibs ra
corresponding to every type of request directed to the Wikipedia editi@uncerning this
topic, about a 20-25% percent of all the demands correspond to visittidles and almost
the same ratio correspond to URLSs requesting any type of action. Haovweslierequests are
by two magnitude orders less than visits, approximately a 0.03% of all the tre@éarch
requests, in turns, constitute by a 4.5% of all the petitions. Requests fofile§Skins and
other visualization or customization elements suppose, in average, by thefzflthe traffic
to the considered Wikipedias. Interestingly, most of the URLs issued fiamgsarticles in
any namespace (85%) correspond to articles in the namespdaes Talk, User, User talk
and Specia) considered of interest in the analysis developed as a part of this tHasike
case of edits, we can conclude that practically all of them (more than th¢ iétve these
namespaces.

We consider specially relevant the fact that a substantial number oésexjtor editing are
not finished by the corresponding edit (save) operations. This reaslbeen obtained from
the great difference in number between the two types of requests. Owrtrary, edits and

submit operations present very similar rates indicating that most of useesagseview of their

changes before committing them. If we put in decreasing order the numkmnadsted actions,
we have found that search operations are the most requested dimsedoby requests for
editing, history reviews and, alternatively, edits and submits. We havelfthat, in practice,

all the considered Wikipedias hold this ranking of types of requests whesidering their

respective numbers.

The obtained information resulting from the traffic characterization may lzegréat interest
because, as we have previously mentioned, almost a half of all the traféictetl to
the Wikimedia Foundation servers correspond to the Wikipedia project. Inwiys the
characterization of such significant volume of traffic can lead to improvesmethe systems in
charge of their management and processing. The largest part ofttue tiee traffic correspond
to images and other media resources whose treatment may be much more hernggéan
the traffic made up of users’ requests submitted as they can ask fortargriesy of resources
and actions.

3. Is there a proportional relationship between the size of the Wikipeth editions and the
amount of traffic they attract?
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We have related the size of the different editions of Wikipedia with the amdunafiic they

attract. As a result, we have observed that there is no a relationshipparpamality between
them. In fact, smaller editions of Wikipedia such as the Spanish of the Russiahla to obtain
greater ratios of the overall traffic than others editions having much mbtegear In addition,
while growth tendencies are stable in all the Wikipedia editions during 20dfi¢ tesolution

presents important fluctuations in different periods of time.

. Can we identify patterns temporarily repeated which involve specifidypes of requests to

Wikipedia?

Our analysis of the temporal distributions of requests submitted to Wikipedianbegh
the comparison between the evolution over time of the overall traffic to all them&dia
Foundation projects and the traffic attracted only by the Wikipedia projecalrsst the half
of this general traffic consists of requests to Wikipedia, the two traffiesgmts, as expected, a
very similar temporal behavior. Furthermore, we added to the comparisoratfie composed
solely by the requests filtered by our application. This was done in ordessEsa whether
our filtered traffic and the real one showed a similar temporal evolution. dsbtained a
positive result, conclusions inferred from our analysis can be eXatgabto the traffic directed
to Wikipedia. We have also compared our temporal distributions of visits ait&l with the
resulting from trusted sources, such as the data from the Wikimedia Riamdself presented
by Zachte in his portal, obtaining evolutions that positively match.

Studying the different kind of requests submitted during all the completesnaake year, we

have found that only visits, requests for editing and searches pregetitive patterns. On the
contrary, requests consisting in submit, history and edit operations follmera spurious or

unpredictable tendency. In addition, repetitive patterns are easieréovelia certain editions

whereas in the rest present more irregularities. In this line, we can amthan more usual
requests follow the periodical shape of the general interaction with theckEpedia whereas
no-ordinary requests do no present observable periods as aakthdir specialized character.
Interestingly, edit and submit requests present the nearest plots anceipective lines are
coincident or, alternatively, one is slightly higher than the other. Curipasly for the German

Wikipedia submit operations are always over the edit ones.

In general terms, there is a continuous decrease in the number oftegsdise week advances
with the exception of Sundays when received requests experiment a littleagec This
tendency is maintained by most of the different types of requests. Editnhestal submits
requests are the ones that adopt more different patterns. Howetlee, dase of the German,
English, Spanish, Italian and Russian Wikipedias edits conserve a rildivelar shape that
match the evolution of visits.

. Are visits to the Wikipedia contents related with edits and the other ype of actions in any

way?

We have shown how visits and edit requests present very similar tempogiepsions in
some of the considered Wikipedias: German, English, Spanish, Freathnland Russian
ones. However, it is interesting to contrast how these types of requffstsid weekends,
when visits tend to decrease whereas edits increase their ratio, whadecomngthe rest of
editions. This fact can be attributed to the existence of a small elite of contghwitich

spend part of their spare time to produce contents, in the latter editions. Ale wet have
any kind of information to track authors and distribute edits over them, weota@xamine to
which authors the edits performed in weekends correspond to. In &ey itas patent, that
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contributions in weekends do not follow the same tendency than visits forémelf, Japanese,
Dutch, Polish and Portuguese Wikipedias indicating that edits are not conoimgtifie bulk
of visits. Weekends also present another interesting fact for these atlikin on Saturdays
and Sundays edit requests present a descent whereas edits raisger.nThis suggests that
more requests for editing are finished by the subsequent save opertisrbehavior can be
easily attributed to frequent and experimented authors. In addition, sothe eflitions in the
latter group present the interesting particularity of having edits raising glwveekends and
request for submit decreasing. Again, this fact may serve to reintbecielea of a small group
of contributors providing contents or looking after them, because this Kirdithors can be
thought as enough self-confident to avoid checking the submitted chakiggvever, novice
authors coming from the mass of visitors may feel the need of validatingaddirees their
contributions prior to submit them.

In order to solidly confirm the relationships among the different kinds qtiests obtained
after their temporal analysis, we put in relation their corresponding wéisens and found
that, effectively, edits and visits presented a positive correlation for thapgof editions
presenting similar temporal evolutions of the two types of requests: Germgtislk, Spanish,
French, Italian and Russian Wikipedias. Otherwise, the rest of editionwtigresent positive
correlations but, even, negative ones. When correlating requesdifing and edits, only these
editions presented positive correlations. However, the correlation betedits and submits
revealed that only the English, Italian and Russian Wikipedias presensditv@values.

6. Can we assess the degree of participation and collaboration of userfrom different
Wikipedia editions when contributing to their contents?

To determine the degree of participation exhibited by the community of useesponding to

each Wikipedia edition, we obtained their respective ratios of edits to visitsreltingly we

found that communities purportedly having an elite of authors presenteerhiagios. However,
we found that the Italian and Russian Wikipedias, two editions where visiteditsl were

correlated, and, thus, having their contributions widely spread among tbe ohaisers, also
had significantly high values for the edits to visits ratio.

After this, we addressed the question of users’ reluctance when agiigbto their
corresponding editions. In this case, it resulted that the same editiorenpngsthe highest
values for the edits/visits ratios where also the ones having the least nufdiemaloned edit
operations. Therefore, we can conclude that greater number of edits arkind of expertise
and a degree of commitment that result in more finished edits.

7. Does the promotion of articles to the featured status affect tolte number of visits that

they receive?

Articles considered as excellent because of their high quality and complianthe most
demanding criteria in terms of writing, neutrality, expression, completenessedarences
are recognized with the promotion to the featured status. Moreover, thaimclof featured
articles in the main pages of the different Wikipedia editions during a peridionef pursues
the attraction of attention on those articles, again as a sort of prize for itswged effort to
achieve a level of quality.

As we have analyzed the impact of the promotion of articles to the featured statheir
subsequent number of visits as well as the attention attracted by feattichesgoresented as
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examples of quality contents in the main pages of several editions of Wikipeeihave been
able to appreciate that featured articles exposed in the front pageg attraelc more traffic
in the month of their appearance than in the previous and following ones.sdrhe do not
necessarily occurs when considering promoted articles, perhaps de different internal
mechanisms developed by the different communities of users when lookiagctmsensus in
the promotion process. We have evaluated these two perspectivesediatgd articles during
two temporal periods, each consisting in 3 months, and focusing on thespici@oted to the
featured status during the central months and orittiay’s featured” articles corresponding
to the same months.

Articles appearing in the main pages of different editions of Wikipedia hage geaphically
found to receive a significantly higher number of visits during the months of phesentation
for all the considered editions except the Spanish one. Promoted articlebe contrary,
exhibited more different distributions of visits as a result of differentmprtion processes.
We have also estimated if evolutions of visits fitted Normal distributions. This wasdato
apply adequate statistical tests to determine whether visits correspondingeterdifmonths
were, actually, different in number. The results of such tests reveaeditly the distributions
corresponding to a few months followed Normal distributions. Thus, wetsgl@ not sensitive
test to the normality of data, to determine whether or not the appearanceafuadd article
in the main page implied greater number of visits to those articles. The resultsHesmtests
permitted us to state that, analyzing the German, English, Spanish and Fridipbdids, only
the featured articles presented in the main page of the English Wikipedia atteagteater
number of visits during the month of their appearance in the two consideradip®f time.
In the German Wikipedia, articles featured in the main page received moreonjtsn the
central month of one of the two periods.

. What are the topics to which correspond the articles that receiveéhe highest numbers of

visits and edits?

Presently, there are not updated services about the most visited ardi\ikipedia articles.
We have tried to overcome this lack preparing our application for that perptn this way,
among other information, we have stored the title of filtered articles as well &siednvolved
in search requests. As a result, we have been able to determine the agtieiesig the greatest
numbers of visits and edits and also the topics most frequently submitted asf garch
operations. We have classified both of them to determine the categorieticlefsaattracting
more attention from users of the different Wikipedia editions. In the same weaave also
obtained the kind of topics most often searched by the community of useesponding to
each edition. Apart from the categories of articles and search topics ehesswe have
analyzed the distribution of visits over them.

Among other results, we have seen how topics related to the entertainmegorgatk
constitute the 44.92% in the English Wikipedia, whereas in the Spanish editionntteckgad
of articles attract only a 16.00% or that scientific articles are the most regliesthe Spanish
Wikipedia (24.00%) followed by the ones dealing with humanistic topics (20.9%h as
literature or arts. Regarding the most searched topics, a high numbearch sgperations
involves entertainment-related topics in all the considered editions. This musnteaticularly
high in the English Wikipedia. Spanish Wikipedia’s most searched topic suorels to the
Geography category and holds the highest numbers of searchedreptesl to scientific and
humanistic disciplines. Considering the distributions of visits over the diffezategories,
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most of the visits correspond to the main pages for all the editions excepiptréss one.
In the German and English Wikipedias the entertainment category has morethasitshe
rest of them. In the French edition, it is Geography the category whiclctttraore visits.
Finally, in the Spanish edition, scientific and humanistic related articles are theegogsted
by users. The distribution of the search requests throughout the eoedidategories shows,
for example, how topics related to entertainment are the most searched ie athribidered
editions of Wikipedia except in the Spanish edition where Geographicalst@gpe the most
frequently submitted.

9. Do search requests involving particular subjects have an impact owisits to articles related
to same topics ?

In order to determine the impact of search operations involving particutdents on the visits
to articles related to them, we have correlated search operations and visiispomding to
articles belonging to the different considered categories of subjectseSuits show that only
in two of the four analyzed Wikipedias, the English and German editionsctsegerations
involving different categories of topics were correlated to the numbers@bvand, thus, may
had a verifiable influence on the subsequent visits to them.

5.2 Further work

It is clear that this thesis is not the end of a road but just the beginningvefaenes. In fact, there
are several aspects that deserve deeper research and analysstidular, | am outlining here the
ones that, in my opinion, constitute the natural steps after this work:

1. The study of distributions which fit visits and edits to articles deserves tanmoefforts.
Although this matter has been addressed by other researchers, ovaappf analyzing both
visits and edits from the perspective of their corresponding sents&sjoenstitutes a promising
challenge. In fact, | have started this kind of analysis as a part of thigsthat presently |
have not been able to find a distribution that fit visits or edits to Wikipedia. | bageked both
power law and log normal distributions, two of the fittings more commonly relatedkip@dia
accesses by previous literature. However, up to the present datestitts teave not allow us to
model visits nor edits. Perhaps, requests to Wikipedia follow an specialioatidn of the two
distributions or maybe the sample would have to be greater. In any casensider that this
subject has to be explored in the future. Furthermore, a thorouglssbgeeind auto-regressive
analyses exploring non-linear fits may produce interesting results. |alsmtxamine more
in detail the possible relationships and correlations between the tempordi@vsiof requests
and the different information elements such as namespaces and actidasdrimdchem.

2. The study of the time series related to different observations suchitss edits or any other
kind of actions deserves a further examination. In this area there areappnyaches brought
by the corresponding methods of analysis. In particular, autoregeeksearly dependent
approaches or their combinations such as the ARMA or ARIMA models can infferesting
possibilities. Autoregressive conditional heteroscedasticity (ARCH) mmathn be used to
model volatility and variability in the time series as a result of activity peaks invglainy
type of requests and due to extraordinary events or situations. Multipler lregeession,
nonlinear regression and spectral analysis in the frequency domaitdshe also properly
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explored to describe the properties of the requests’ times series. In symasaits from all
these examination tools can contribute to a better comprehension of the tentipttaiitions
characterizing the different types of requests to Wikipedia and to detetha@imeyclic behavior
and seasonality.

Geolocation is surely one of the most promising ways of continuing oaarels. Any form of
request geolocation would allow us to determine the geographical origie oétjuests sent to
the different editions of Wikipedia. This information could be used to determvimere users
of the different editions of Wikipedia come from. Moreover, we could ssskit is normal
to browse the same article in different Wikipedias and, if so, to determine 8ielffioice for
particular communities of users. | have started to work in this area and an iatisibn of
the software needed to register users location has been already sentWikijpedia technical
staff. Because confidentiality and privacy of users have to predethis software has to be
run on the Wikimedia Foundation systems and, of course, it results has tarcamempletely
anonymized format.

Featured articles deserve, of course, a further research girowigh, featured articles of more
editions than the considered in this thesis could be included in the analysian@lysis of the
evolution of the process leading to consensus in the consideration damcaticle as featured
in the different Wikipedia editions is an absolute undertaking for us. In tlag we would
be in the position of study how different communities of users behave whiesidering the
promotion or demotion of articles and we could analyze the existence of tgetetidencies
propagating among different editions of Wikipedia.

Technical improvements will be done to offer all, or at least, an importarit gf all the
information obtained as a result of this thesis. In particular, the databa&sk fas most
of the statistical analysis will be publicly opened soon through a web interfadoreover,
this interface will include the possibility of generating customizable graphs hadscfor
researchers of other less technical areas.

Squid systems can register several features describing the typenvfretipesting Wikipedia.
Existing plugins or browsers having specials features to facilitate and masecmmfortable
the navigation through Wikipedia may notably influence in the users choicesitti\ikipedia.
In this way, accesses from mobiles devices are specially relevant bioasise the application
of mobile technologies to browse Wikipedia may have an effect in the desigoraénts
specially planned for this kind of devices.

The process of categorization of articles’ titles and searched topd® he automatized and
improved to allow an efficient classification of the topics attracting the attentiaiserk’. In
this line, the correlation between both topics has to be established as a festdoputational
process. Ontologies and automatic tagging systems may be an excellenticlibisdield.
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Appendix A

Validation tables

Tables A.1 and A.2 contain the result of the comparison of the number ofieagereported from
Mituzas’s log files (Rows indicated with 'Mituzas’) with the number of pagew®tained after our
analysis (Rows heading by 'Reinoso’). The ratio (Rows with 'Rationjaeen the two measures
is also presented to evaluate its closeness to the sampling factor (1/100)sefntéich means that
we are disregarding very few log lines, if any, considered of interdse difference with Mituzas’s
figures may be also be affected by articles in namespaces not consid#rsthesis. As a result, we
can consider our filtering process as rightly driven and trust enough.

Tables A.3 and A.4 present the comparison between the number of editsZiiohte’s site
corresponding to articles in the considered Wikipedias (Rows indicatedZdttinte’) and the number
of edits after our own results (Rows heading by 'Reinoso’). The rataw@with 'Ratio’) between
the two measures is also presented to assess that its closeness to the sattplir{@/.00). Again,
the general ratio of 0.01 means that the our feed consists on the 1/100 sdalbthe requests and,
again, the filtering process is not overlooking any request askingifooperations.

Tables A.5 and A.6 present the comparison between the number of editiopsrafter our
analysis and after the/ikiXRaytool used by Ortega in [Ort09]
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Validation tables

’ Lang. Jan. Feb. Mar. Apr. May. Jun.
DE 10,821,625/ 6,833,171| 8,034,636 6,945,878| 7,612,949| 7,249,244
(Reinoso)

DE (Mituzas) 1,271 M 982 M 978 M 817 M 875 M 909 M

Ratio 0.009 0.007 0.008 0.009 0.009 0.008
EN 47,369,841 43,136,627| 51,845,199 48,242,580, 48,085,156| 43,950,168
(Reinoso)

EN (Mituzas) 5615M 5944 M 6,092 M 5,989 M 6,066 M 5819 M

Ratio 0.0084 0.0073 0.0085 0.0081 0.0079 0.0076
ES (Reinoso)| 4,411,173| 4,752,977| 6,057,891 5,438,380, 6,079,028 5,419,625
ES (Mituzas) 526 M 665 M 709 M 623 M 713 M 689 M

Ratio 0.0084 0.0071 0.0085 0.0087 0.0085 0.0079
FR (Reinoso)| 3,945,670 3,433,034| 4,133,455| 4,025,746| 4,195,556| 3,604,704
FR (Mituzas) 489 M 490 M 511 M 513 M 518 M 479 M

Ratio 0.0081 0.0070 0.0081 0.0078 0.0081 0.0075
IT (Reinoso) | 2,815,854| 2,491,855| 2,926,519| 2,836,434| 2,941,568 2,857,848
IT (Mituzas) 324M 331M 334M 321M 325M 339M

Ratio 0.0087 0.0075 0.0088 0.0088 0.0091 0.0084
JA (Reinoso) | 9,202,652 8,022,811 8,835,897 8,508,914 9,488,843| 8,816,399
JA (Mituzas) 1,020 M 1,016 M 966 M 936 M 1,054 M 1,076 M

Ratio 0.0090 0.0079 0.0091 0.0091 0.0090 0.0082
NL 1,301,279, 1,085,099, 1,349,849 1,166,997| 1,269,936| 1,161,305
(Reinoso)

NL (Mituzas) 154 M 147 M 158 M 133 M 143 M 142 M

Ratio 0.0084 0.0074 0.0085 0.0088 0.0089 0.0082
PL (Reinoso)| 3,359,914 2,654,506/ 3,387,327/ 2,800,633 3,052,641 2,370,672
PL (Mituzas) 379 M 348 M 378 M 309 M 333 M 278 M

Ratio 0.0089 0.0076 0.0090 0.0091 0.0092 0.0085
PT (Reinoso)| 1,468,445 1,414,783| 2,163,905/ 2,016,947 2,183,219| 2,056,801
PT (Mituzas) 174 M 196 M 251 M 226 M 249 M 252 M

Ratio 0.0084 0.0072 0.0086 0.0089 0.0088 0.0082
RU 1,990,244, 1,841,822 2,335,899 2,354,768| 2,497,543| 2,306,491
(Reinoso)

RU (Mituzas) 244 M 261 M 285 M 276 M 285 M 287 M

Ratio 0.0082 0.0071 0.0082 0.0085 0.0088 0.0080

Table A.1: Comparison of the number of pageviews for the whole set of Atligeditions during

the first semester of 2009 with our own results. M stands for Million.
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’ Lang Jul. Aug. Sep. Oct. Nov. Dec.
DE 6,626,701| 6,942,208 7,404,872| 7,223,746/ 7,615,539| 7,102,197
(Reinoso)

DE (Mituzas) 819 M 813 M 889 M 885 M 904 M 760 M

Ratio 0.008 0.009 0.008 0.008 0.008 0.009
EN 44,451,649| 48,426,122| 49,713,090, 49,392,482| 49,738,157| 47,687,869
(Reinoso)

EN (Mituzas) 5614 M 5,604 M 5,938 M 6,041 M 5,842 M 5,259 M

Ratio 0.0079 0.0086 0.0084 0.0082 0.0085 0.0091
ES (Reinoso)| 4,632,767 6,058,239| 6,955,212| 6,603,739| 6,507,704| 4,467,558
ES (Mituzas) 569 M 670 M 805M 793 M 750 M 500 M

Ratio 0.0081 0.0090 0.0086 0.0083 0.0087 0.0089
FR (Reinoso)| 3,056,991| 3,319,903| 3,854,688/ 4,058,351| 4,207,051| 3,738,801
FR (Mituzas) 402 M 405 M 468 M 518 M 518 M 457 M

Ratio 0.0076 0.0082 0.0082 0.0078 0.0081 0.0082
IT (Reinoso) | 2,568,739| 2,545,767| 3,051,185| 2,899,914| 2,936,762 2,723,087
IT (Mituzas) 302 M 281 M 349 M 340 M 335M 293 M

Ratio 0.0085 0.0091 0.0087 0.0085 0.0088 0.0093
JA (Reinoso) | 9,093,702/ 9,710,101, 9,224,460 9,072,514 9,178,759| 9,043,711
JA (Mituzas) 1,072 M 1,057 M 1,036 M 1,042 M 1,019 M 948 M

Ratio 0.0085 0.0092 0.0089 0.0087 0.0090 0.0095
NL 954,441| 1,043,484| 1,206,443 1,269,412| 1,289,915| 1,174,796
(Reinoso)

NL (Mituzas) 116 M 118 M 140 M 149 M 149 M 128 M

Ratio 0.0082 0.0088 0.0086 0.0085 0.0087 0.0092
PL (Reinoso)| 2,013,671| 2197485| 2,696,572| 2,704,090, 2,854,847 2,689,520
PL (Mituzas) 237 M 240 M 300 M 309 M 317 M 280 M

Ratio 0.0085 0.0092 0.0090 0.0088 0.0090 0.0096
PT (Reinoso)| 1,714,607| 2,215,491| 2,534,121| 2,286,352| 2,416,963| 1,797,790
PT (Mituzas) 205 M 239 M 285 M 265 M 271 M 193 M

Ratio 0.0084 0.0093 0.0089 0.0086 0.0089 0.0093
RU 2,043,838/ 2,301,908| 2,578,112| 2,826,355| 3,021,851 3,106,244
(Reinoso)

RU (Mituzas) 250 M 263 M 305M 336 M 351 M 342 M

Ratio 0.0082 0.0088 0.0085 0.0084 0.0086 0.0091

Table A.2: Comparison of the Mituzas’s number of pageviews for the wieblef$Vikipedia editions

from July till December 2009 with our own results. M stands for Million.
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’ Lang. \ Jan. \ Feb. \ Mar. \ Apr. \ May. \ Jun. ‘
DE (Reinoso) 11,041 9,457| 10,341 8,361| 8,052| 7,754
DE (Zachte) 876 K| 752K | 802K | 655K | 684K | 701K
DE (Ratio) 0.0126| 0.0126| 0.0129| 0.0128| 0.0118| 0.0111
EN (Reinoso) 53,121| 46,778| 54,564| 47,921| 47,692 42,282
EN (Zachte) 4,300K | 4,200K | 4,400K | 4,000 K| 4,300 K| 4,000 K
EN (Ratio) 0.0124| 0.0111| 0.0124| 0.0120| 0.0111| 0.0106
ES (Reinoso) 6,513| 6,487| 6,383| 5534| 5,480 5,051
ES (Zachte) 563K | 573K| 559K| 536K | 614K | 628K
ES (Ratio) 0.0116| 0.0113| 0.0114| 0.0103| 0.0089| 0.0080
FR (Reinoso) 8,146| 7,280| 7,549| 6,403 6,630 5,989
FR (Zachte) 672K | 638K| 633K| 621K | 771K | 676K
FR (Ratio) 0.0121| 0.0114| 0.0119| 0.0103| 0.0086| 0.0089
IT (Reinoso) 7,345| 5,696 5,685 5,322| 5,113 4,393
IT (Zachte) 522K | 443K | 446K | 468K | 543K | 494K
IT (Ratio) 0.0141| 0.0129| 0.0127| 0.0114| 0.0094| 0.0089
JA (Reinoso) 4,506| 4,083| 4,606| 4,193, 4,253 3,694
JA (Zachte) 420K | 381K | 430K | 414K | 451K| 417K
JA (Ratio) 0.0107| 0.0107| 0.0107| 0.0101| 0.0094| 0.0089
NL (Reinoso) 3,126 3,155| 3,995| 2,779 2,815 2,130
NL (Zachte) 253K | 279K | 334K| 285K| 311K| 264K
NL (Ratio) 0.0124| 0.0113| 0.0120| 0.0098| 0.0091| 0.0081
PL (Reinoso) 3,686| 3,086 4,317| 2,636, 2/458| 2,222
PL (Zachte) 308K | 275K| 291K| 260K | 285K | 266K
PL (Ratio) 0.0120| 0.0112| 0.0148| 0.0101| 0.0086| 0.0084
PT (Reinoso) 3,045 2,781| 2,793| 2,397 2,433| 2,186
PT (Zachte) 259K | 247K| 240K | 245K| 266K | 259K
PT (Ratio) 0.0118| 0.0113| 0.0116| 0.0098| 0.0091| 0.0082
RU (Reinoso) 5511| 4,516| 5576| 5,068, 4,842 4,614
RU (Zachte) 458K | 393K | 467K | 452K | 474K | 479K
RU (Ratio) 0.0120| 0.0115| 0.0119| 0.0112| 0.0102| 0.0173

Table A.3: Comparison of the edit operations reported by Zachte’s sitbdavhole set of Wikipedia
editions and for the first semester of 2009 with the results of our analysitari€s for thousands. M
stands for Million.
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’ Lang Jul. \ Aug. \ Sep. \ Oct. \ Nov. \ Dec. ‘
DE (Reinoso) 7,688 8,393| 8,111| 7,968| 7,942 7,581
DE (Zachte) 688K | 729K | 680K| 714K| 716K | 714K
DE (Ratio) 0.0112| 0.0115| 0.0119| 0.0112| 0.0111| 0.0106
EN (Reinoso) 41,087| 45,492| 43,969| 38,631| 37,641 36,568
EN (Zachte) 3,800K | 3,900K | 4,000K | 4,000 K | 3,900 K| 4,400 K
EN (Ratio) 0.0108| 0.0117| 0.0110| 0.0097| 0.0097| 0.0083
ES (Reinoso) 5,263| 5,735| 5769 5,100 4,938, 4,529
ES (Zachte) 635K | 574K| 603K| 586K | 563K | 532K
ES (Ratio) 0.0083| 0.0100| 0.0096| 0.0087| 0.0088| 0.0085
FR (Reinoso) 5558| 6,183| 5,815| 5,712 5,851| 5,527
FR (Zachte) 622K | 681K| 633K| 671K| 660K | 661K
FR (Ratio) 0.0089| 0.0091| 0.0092| 0.0085| 0.0089| 0.0084
IT (Reinoso) 4,279| 4,110| 4,486| 3,761, 3,739 3,684
IT (Zachte) 498K | 465K | 498K | 469K | 462K | 458K
IT (Ratio) 0.0086| 0.0088| 0.0090| 0.0080| 0.0081| 0.0080
JA (Reinoso) 3,653| 3,926 3,862 3,680 3,716 3,484
JA (Zachte) 421K | 461K | 447K| 429K | 428K | 406K
JA (Ratio) 0.0087| 0.0085| 0.0086| 0.0086| 0.0087| 0.0086
NL (Reinoso) 1,984 2,134, 2,093| 1,965| 1,849| 1,858
NL (Zachte) 236 K| 249K | 265K | 291K | 267K | 244K
NL (Ratio) 0.0084| 0.0086| 0.0079| 0.0068| 0.0069| 0.0076
PL (Reinoso) 2,234 2,339 2,281 1,997 2,017 2,041
PL (Zachte) 285K | 266K | 260K | 293K | 282K| 290K
PL (Ratio) 0.0078| 0.0088| 0.0088| 0.0068| 0.0072| 0.0070
PT (Reinoso) 2,255 2,706 2,320 1,948| 1,790 1,925
PT (Zachte) 258K | 286K| 264K| 310K| 256K | 277K
PT (Ratio) 0.0087| 0.0095| 0.0088| 0.0063| 0.0070| 0.0069
RU (Reinoso) 4549| 6,425| 6,163| 4,429 4,497| 4,445
RU (Zachte) 472K | 481K | 472K | 525K | 528K | 508K
RU (Ratio) 0.0096| 0.0134| 0.0131| 0.0084| 0.0085| 0.0088

Table A.4: Comparison between the number of edits from Zachte’s sitespomding to the whole
set of Wikipedias and from July till December with the results of our analisggands for thousands.
M stands for Million.
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Validation tables

’ Lang. Jan. Feb. Mar. Apr. May. Jun.
DE (Reinoso) 11,041 9,457 10,341 8,361 8,052 7,754
DE (Ortega) 1,227,017| 1,069,725| 1,148,209| 962,561| 987,244| 1,013,734
DE (Ratio) 0.0090 0.0088 0.0090 0.0087 0.0082 0.0076
EN (Reinoso) 53,121 46,778 54,564 47,921 47,692 42,282
EN (Ortega) 6,195,518| 5,926,109 6,614,845| 5,876,645| 6,166,014| 5,702,894
EN (Ratio) 0.0086 0.0079 0.0082 0.0082 0.0077 0.0074
ES (Reinoso) 6,513 6,487 6,383 5,534 5,480 5,051
ES (Ortega) 703,823| 710,674| 719,996 683,336| 778,404 783,012
ES (Ratio) 0.0093 0.0091 0.0089 0.0081 0.0070 0.0065
FR (Reinoso) 8,146 7,280 7,549 6,403 6,630 5,989
FR (Ortega) 931,125| 890,550 949,120| 885,512| 1,077,889 1,010,830
FR (Ratio) 0.0087 0.0082 0.0080 0.0072 0.62 0.0059
IT (Reinoso) 7,345 5,696 5,685 5,322 5,113 4,393
IT (Ortega) 673,821| 583,216| 583,689 613,025| 674,298 622,251
IT (Ratio) 0.0109 0.0098 0.0097 0.0087 0.0076 0.0071
JA (Reinoso) 4,506 4,083 4,606 4,193 4,253 3,694
JA (Ortega) 489,815| 448,522| 511,996 478,603| 529,484 491,352
JA (Ratio) 0.0092 0.0091 0.0090 0.0088 0.0080 0.0075
NL (Reinoso) 3,126 3,155 3,995 2,779 2,815 2,130
NL (Ortega) 333,345| 347,098| 415,458| 362,097 388,637 359,057
NL (Ratio) 0.0094 0.0091 0.0096 0.0077 0.0072 0.0059
PL (Reinoso) 3,686 3,086 4,317 2,636 2,458 2,222
PL (Ortega) 385,127 348,300 359,269| 326,777 354,200, 330,687
PL (Ratio) 0.0096 0.0089 0.0120 0.0081 0.0069 0.0067
PT (Reinoso) 3,045 2,781 2,793 2,397 2,433 2,186
PT (Ortega) 355,209 345,603| 346,850| 329,893| 364,971 350,702
PT (Ratio) 0.0086 0.0080 0.0081 0.0073 0.0067 0.0062
RU (Reinoso) 5,511 4,516 5,576 5,068 4,842 4,614
RU (Ortega) 622,510| 529,972| 649,664, 606,935 631,921| 636,549
RU (Ratio) 0.0089 0.0085 0.0086 0.0084 0.0077 0.0072

Table A.5: Comparison between the number of edits on articles of all the evedidVikipedias
obtained from our results (Rows heading by 'Reinoso’) for Januadutilte 2009 and the same number
of operations reported by Ortegas’s tvdkiXRay(Rows indicated with 'Ortega’) for the same period.
Both data correspond to articles in the main namespace. Rows headedtiby cRaespond to the
ratio between the two measures.
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’ Lang Jul. Aug. Sep. Oct. Nov. Dec.
DE (Reinoso) 7,688 8,393 8,111 7,968 7,942 7,581
DE (Ortega) 993,866| 1,048,137| 975,990 1,056,171| 1,091,001| 1,073,048
DE (Ratio) 0.0077 0.0080 0.0083 0.0075 0.0073 0.0071
EN (Reinoso) 41,087 45,492 43,969 38,631 37,641 36,568
EN (Ortega) 5,492,827| 5,557,041| 5,762,412| 5,747,647 5,497,166| 6,060,027
EN (Ratio) 0.0075 0.0082 0.0076 0.0067 0.0068 0.0060
ES (Reinoso) 5,263 5,735 5,769 5,100 4,938 4,529
ES (Ortega) 790,497 728,937 780,566, 760,488| 722,453| 683,143
ES (Ratio) 0.0067 0.0079 0.0074 0.0067 0.0068 0.0066
FR (Reinoso) 5,558 6,183 5,815 5,712 5,851 5,527
FR (Ortega) 831,180 927,447| 885,531 979,869 926,301| 976,643
FR (Ratio) 0.0067 0.0067 0.0066 0.0058 0.0063 0.0057
IT (Reinoso) 4,279 4,110 4,486 3,761 3,739 3,684
IT (Ortega) 625,344 596,566/ 695,965/ 608,687 594,970 584,376
IT (Ratio) 0.0068 0.0069 0.0064 0.0062 0.0063 0.0063
JA (Reinoso) 3,653 3,926 3,862 3,680 3,716 3,484
JA (Ortega) 485,637 530,283| 514,313| 504,413 504,767 171,329
JA (Ratio) 0.0075 0.0074 0.0075 0.0073 0.0074 0.0203
NL (Reinoso) 1,984 2,134 2,093 1,965 1,849 1,858
NL (Ortega) 300,051| 319718| 334913 365767| 340977| 314050
NL (Ratio) 0.0066 0.0067 0.0062 0.0054 0.0054 0.0059
PL (Reinoso) 2,234 2,339 2,281 1,997 2,017 2,041
PL (Ortega) 349,181 329,800| 319,368| 359,047| 344,707| 359,795
PL (Ratio) 0.0064 0.0071 0.0071 0.0056 0.0059 0.0057
PT (Reinoso) 2,255 2,706 2,320 1,948 1,790 1,925
PT (Ortega) 342,490| 379,966 355,995| 390,200 337,589| 164,836
PT (Ratio) 0.0066 0.0071 0.0065 0.0050 0.0053 0.0117
RU (Reinoso) 4,549 6,425 6,163 4,429 4,497 4,445
RU (Ortega) 625,538| 652,256/ 625,536/ 686,849| 700,084| 677,512
RU (Ratio) 0.0073 0.0099 0.0099 0.0064 0.0064 0.0066

Table A.6: Comparison between the number of edits on articles correspgotodatl the considered
Wikipedias obtained from our results (Rows heading by 'Reinoso’) digy till December 2009 and
the same number of operations reported by Ortegas’stikiXRay(Rows indicated with 'Ortega’)
for the same period. Both data correspond to articles in the main namespaceh&ded by 'Ratio’

correspond to the ratio between the two measures.
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Appendix B

Glossary

Article : Every entry in a wiki-based platform containing encyclopaedic informa#ibout a
particular subject, event, person, date, etc. Articles may contain text, lenand media content
such as images, music or videos. Moreover, articles may link to other rela¢sdrothe platform or,
even, to external pages and resources. Articles are stored in a bakigrtenguage calledikitext
and they are rendered to common HTML pages when they are requegtiale’d\titles consist of
two parts separated by a colr}, a prefix omamespaceof the article and the article’s title properly
said.

NameSpace : Articles are grouped under different namespaces which are useddaire them
according to their content, functionality or purpose. Unlessiagn namespacehich have no prefix
the rest of namespace add their name as a prefix to the article’s titl&\(ikipedia:NameSpage

Main NameSpace : Visited articles requested when browsing the Wikipedia are usually im#ie
namespacéhat is the namespace in which articles are created by default.

Talk NameSpaces : Every article in any namespace has a page intended to receive thestiscus
issues about the article’s content. In this way, all the discussion pagesjgonding to the articles ina
given namespace are said to composg&atk namespace and add thdalk’ clause to the namespace
name (such adser.Talk:) whereas discussion pages corresponding to articles m#émenamespace
just add the prefix ‘“Talk’ to the article’s title.

User NameSpace : Every registered user is provided with a page to publish personahiatarn
and for message exchanging with other users. U$&rnamespace put together all these pages.

Special NameSpace : Common articles correspond to static content stored in a database. Howeve
there are articles whose content is dynamically created as a result fdeserands. All these articles

are grouped in th&pecialnamespace and include search operations, articles linking to a given one,
etc...

Visit or pageview : Request for the content of a certain article. Although it may refer to éciear
in any namespace, when browsing Wikipedia, users usually requesaititheMain namespace.
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Edit or save request : Contribution or modification performed over the contents of an article and
which result in an write operation issued to the database server.

Edit request or requests for editing : Request for modifying the contents of an article. It is issued
by following the “edit” tab in an article’s page and, as a result, the useeivexcthe content of the
article inside a basic editor that allow to perform the desired contributions difications.

Submit request : Request for previewing the result of the changes introduced aftequest for
editing or to highlight the changes introduced in comparison with the curegsion of the article. In
any case, a submit request does not involve a write operation into theadataibt just the web server
to render the HTML code.

History request : A request to obtain the list, chronologically ordered, with all the editions
performed over a given article.

Search request : Request to the Wikipedia's own search engine to look for the articlesioinga
in their titles or in their contents a certain topic.

Featured Articles (FA) : Article considered as the best quality ones all over the Wikipedia. Feature
articles must meet a set of demanding criteria to deserve the promotion to thisPRtateto their
nomination as candidates for featured status, articles are encouragessta peer reviewing process
to improve their quality. Once they have been nominated, editor and reviewsstseach a consensus
about the promotion of the article to the featured status. Otherwise, the nominditibe archived.
After being considered as featured, articles may lose their status if qualikyotaieatured criteria
mismatch is observed. A two-step process is then started and, againeasasmabout the demotion
of the article has to be reached. If not, the article will remain consideresbasréd.

FLOSS (Free, Libre, Open Source Software) : Term to refer toFree Softwareaccording to the
Free Software Foundation definition as well as to the Open Source Initiathirdéfest aboubpen
source software

GNU R : Statistical software package released under the GNU GPL license wiféch a large
number of functionalities for statistical analysis (availablé)at

http://lib.stat.cmu.edu/R/ICRAN/
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Resumen en espaol

C.1 Introduccibon

El enfoque basado en la colabofatiy cooperadn de una comunidad de miembros ha demostrado
ser eficaz y altamente eficiente cuando se ha aplicado a la cortsedeciobjetivos concretos o
a la resoludn de un problema. Assu aplicaddn enareas espéficas, como el desarrollo de
aplicaciones software, ha proporcionado notables avances y ha perwoitieloer resultados de
gran calidad y aceptam por parte de sus destinatarios finales. En r@tacion la gestin del
conocimiento, este nuevo paradigma ha supuesto una absoluta remdiacto en la producon
del mismo como en su divulgadei y transmigin. El esquema tradicional donde el conocimiento
emana de un conjunto muy concreto de fuentes de autoridad reconoesigl@alsera alterado por un
nuevo modelo que persigue involucrar a cualquier usuario en su cxiétry revisbn. Mas ain, se
promueve y invita continuamente a toda la comunidad a contribuir al proyectsusoaportaciones.
Ello sin considerar en nirtgyn momento la pertenencia de sus miembros a instituciones o esferas
tradicionalmente relacionadas con el saber o con alguna ragstalen particular. Adeas, se espera
gue los miembros contribuyan de forma completamente voluntaria y desinterisgde supone un
extraordinario aliciente a la hora de observar y examinar el resultaddé&nea obra construida bajo
tales preceptos.

Sin duda, este nuevo esquema de produrcdel conocimiento se ha visto ampliamente respaldado
por el soporte ofrecido por las herramientas y servicios desarroladekambito de las tecnoldgs
de la informaadbn y las comunicaciones. Apues, los nuevos @odos de acceso y gdsiide la
informacbn se han implementado bajo novedosas formas de intéraecitre los usuarios y los
sistemas desplegados para recoger y poner el conocimiento a didpadicioda la comunidad.
Es en este punto donde herramientas cdrogs wikis y otras cominmente relacionadas con el
termino Web 2.0 incorporan su funcionalidad al escenario actual de tac@esy divulgacon del
saber. En concreto, el enfoqueki de producdin intelectual, adeas de perseguir que los usuarios
se involucren en la generaci de los contenidos ofrecidos, promueve la facilidad y sencillez de
los mecanismos de acceso y contriliuncique normalmente se articulan en torno al concepto de
plataformaon-line De esta manera, el usuario findlle precisad, para toda interadgm con el
sistema, un navegador web com Por otro lado, cualquier compendio de conocimiento debe consistir
en un conjunto estructurado de unidadésitas de informaon. Las unidades estructurales de
las plataformaswviki son los denominadoarticulos que se relacionan y enlazan entieastra\es
de vinculos que imitan los hiper-enlaces cardstéos del lenguaje HTML. Taméh existen otros
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elementos organizativos comamespaceyg categoras que permiten agrupar a losiantos en base
a su naturaleza, su funcionalidad cae¢a correspondiente a los temas tratados.

Wikipedia es, en la actualidad, la plataformé@srimportante basada en un motdaki y sirve
como herramienta eficaz para la créacy difusibn del conocimiento en cualquiera de susas
dado su cacter enciclopdico. Wikipedia es mantenida, junto con otros proyectos tamibasados
en el esquemwiki, por una organizabhn con fines no lucrativos denominaandacbn Wikimedia
y consta de ras de 250 ediciones cada una correspondiente a un idioma distinto. Wikipettia
recursos de informa@n en gran cantidad de formatos con el fin de poner a dispogii@ sus usuarios
una herramienta de referencigasnrica y diversa. Wikipedia utiliza el concepto édicion para
agrupar a los distintos &tulos escritos en cada idioma. La facilidad en el acceso a la infobmaci
presentada y el extraordinario compromiso de su comunidad de usuarilasgalidad de la misma
han hecho que Wikipedia adquiera la diméngy eléxito de los que actualmente goza. El crecimiento
de Wikipedia janas se ha detenido desde sus comienzos, al igual que su popularid@dase portal
dentro de las sietegginas nas visitadas en Internet. Laxito de esta magnitud ha propiciado que
Wikipedia transciendaapidamente de entornofpicamente acamicos y adquiera la categarde
fendbmeno de masas.

Sin embargo tamkn hay lugar para la controversia. El&eter abierto de la Enciclopedia on-
line, la ausencia del respaldo de (@ahgtipo de autoridad que dct como garante de la informaai
presentada y la posibilidad de opiniones sesgadasas,dm, auéntico vandalismo y manipuldui
de la informadbn son las principales amenazas y tagnlibs principales argumentos esgrimidos por
los detractores de Wikipedia para desaconsejar la consi@erdeisus contenidos.

Quiza una de las cuestionesaminteresantes relacionadas con Wikipedia es su contiibaci
la difusion del paradigm&Viki como mecanismo de utilidad para la compabtice intercambios de
informacbn. De hecho, un granimero de organizaciones, tanto institucionales como corporativas,
y de comunidades en general lo han adoptado y han puesto en martdiagpdki destinados a la
publicacbn y gestbn de sus activos de informaai.

C.2 Antecedentes

Debido a la dimenéin adquirida de febmeno de masas y a la extraordinaria importancia derivada de
su uso masivo como herramienta de consulta, Wikipedia se ha revelado ndamaide gran intés

para la comunidad cieffica. Sin embargo, la mayor parte de la investigaciealizada hasta la fecha
se ha centrado en aspectos relacionados con la calidad y fiabilidad amtesidos ofrecidos y en

el grado de reputadn y confiabilidad de sus autores y colaboradores. Adeia cuestin relativa a

su crecimiento y tendencia evolutiva ha &lma un buen iimero de investigadores. Por el contrario,
nuestro inteés se aleja de estos esquemas y pretende centrarse en la forma en quarios hacen
uso de Wikipedia.

Los resultados de la aplicéei de enfoques basados en la coopérage comunidades de
individuos en proyectos e iniciativas consideradas deéatgeneral han sido ya ampliamente tratados
y discutidos por muchos investigadores y desde(umero considerable de perspectivas ([NKCM90],
[DB92], [CHO3] or [Sur04]). En relaéin a la gestn del conocimiento, el nuevo modelo de
produccon distribuida de la informaén no contempla el respaldo de fuentes centralizadas de
reconocida autoridad sino,as bien, la participabn colectiva de toda la comunidad ( [Ben06]). En
este sentido, esta concepeidescentralizada de l&gesis del conocimiento supuso una ruptura con el
esquema tradicional y constitbiyina aukntica revoludn en la esfera de la produbaiintelectual y
en el acceso a las fuentes de inforndaciDiversos autores aplicaron al nuevo e incipiente paradigma
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el, tan luego recurrideermino, deinteligencia abierta o colectivESHO02].

El enfoque descrito de produéd distribuida del conocimiento reqi@rde herramientas
eficaces para su implementaciy encontd en las nuevas tecnol@s de la informaéin y las
comunicaciones el soporte ideal para su articélaciConceptos comblogsy wikis aparecieron
como instrumentalizaciones concretas del concefite amplio de Web 2.0 [O’R05] que pretéad
otorgar a los usuarios un papel muchasractivo en la constru@n de los contenidos ofrecidos

en los portales asociados. iAaparedd Wikipedia como uno de estos portales destinados a

recoger y ofrecer las aportaciones colectivas recibidas. Su postqp@ansdn y vertiginoso

crecimiento convirtieron sus datos en objeto de &geuor parte de los investigadores que demandaban

informacibn sobre sus distintos @anetros. Ag aparecieron diversas iniciativas, tanto edmbito
aca@mico como fuera dél, dirigidas a proporcionar informai, eminentemente cuantitativa, sobre
aspectos como elimero de accesos, usuarios daios, el rimero de ediciones realizadas o el
tamdio de las contribuciones aportadas. Muchas de estas iniciativas (@mntttivas y algunas
resultan especialmente interesantes como las basadas en datos sumirpstrédpsopia Fundabn
Wikimedia. Los datos que proporcionan estas fuentes pueden comsggéezconfianza y constituyen
un elemento fundamental para realizar comparaciones que permitan vadidasldtados obtenidos
por cualquier aalisis. Desafortunadamente, muchas de estas iniciativas se encuemgbmognento
de escribir esta tesis, desactualizadas y sin mantenimiento alguno.

Los portalesviki en general y Wikipedia, en particular, han sido objeto de numerososasstud
como [DBWSO06], especialmente preocupados por establecer el eivelidlad de sus contenidos.
Las €cnicas utilizadas para este fin incluyen desde medidas de centralidadrécites [KNP™06]
hasta comparagn de contenidos con enciclopedias tradicionales [Gil05] pasando pticas
basadas en elUmero de errores [LKSYOQ7], de contribuciones [WHO7b] o de refees
constrastadas [Nie07]. Otros aspectos recurrentes en la investigmevia sobre Wikipedia incluyen
la determinadn de la reputadin de los autores [AdAQ7]y el estudio de las tendencias de edoluci
tanto de la Enciclopedia en su conjunto como de sus distintas ediciones™065GZBvD06].
La relacbn entre Wikipedia y otras iniciativas relacionadas con la recup@racicategorizaéin
de la informaadbn, como laWeb serantica, tambén han sido objeto de estudio por parte de los
investigadores, [SP06] and [GMO7].

Considerando que el principal objetivo de esta tesis es el de deterrainangs temporales y de
comportamiento que ayuden a describir el uso que las distintas comunidadssatios hacen de
Wikipedia, se han revisado los estudios y experiencias realizadas en la hrismaEn este sentido

cabe destacarse que la mdgdnan consistido en encuestas realizadas sobre grupos con poldacione

muy concretas y normalmente pertenecienteanabito acaédmico ( [Kon], [Sch08], [Wat07] o
[Wil07]). Nuestro enfoque, sin embargo, se aleja radicalmente de este tigaligs tanto en la
poblacbn objeto de estudio como en la metoddéoge realizacin del mismo. Af esta tesis se
basa en el alisis de las peticiones que los usuariosiama Wikipedia a tra&s de la caracterizam

del tréfico dirigido a sus servidores de soporte. EBtad de trabajo hasta ahora apenas si ha sido

desarrollada por lo que son muy escasos los trabajos relacionadosegienitarse. i®xisten, en

cambio, ntiltiples estudios basados en eblisis de peticiones y solicitudes de usuarios, normalmente

registradas en archivos dedgbra especiales, que tienen por objeto determinar la adéoudeilos
contenidos y servicios ofrecidos desde determinados sistemas.
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C.3 Objetivos

El principal objetivo de esta tesis es el estudio de patrones temporalecgngertamiento en
la interacodn habitual entre Wikipedia y sus usuarios. 1Amies, se persigue analizar, tanto
cuantitativamente como cualitativamente, aspectos relacionados con eds@ da Enciclopedia
por parte de sus usuarios.

El enfoque utilizado resulta novedoso tanto por los datos en los que aecbam por los
resultados que permite obtener y consist&sitamente, en la caracterizatidel téfico formado
por las peticiones que los usuarios mva Wikipedia. De esta forma, el primer objetivo perseguido
es la validadin del propio enfoque como metodolagle adlisis para lo que se han comparado y
contrastado algunos de los resultados obtenidos con los proporciopadfuentes consideradas de
confianza.

Por otro lado, los resultados de urafisis como el descrito pueden ayudar a conocer la naturaleza
de las peticiones a las que los sistemas de soporte de Wikipedia tienen gespiessta y pueden
resultar en mejoras para aumentar el rendimiento, escalabilidad y capapefativa de los mismos.

En concreto se pretende ofrecer una respuesta adecuada agipreguntas de investiganique
se explican a continuam. En primer lugar, el dlisis macrosopico del tafico a Wikipedia persigue
caracterizar las distintas peticiones que forman partel gesus respectivas proporciones. En este
sentido, el objetivo perseguido es claramente la deterndinait® la composiéin del téfico dirigido
a Wikipedia. Espdficamente las preguntas relacionadas con este aspeian:ser

1. ¢Es posible caracterizar las peticiones que forman el &fico dirigido a las distintas
ediciones de Wikipedia ?
Para responder a esta cuéstse ha analizado eldfico dirigido a cada edién de Wikipedia
utilizando expresiones regulares. De esta forma se ha podido determimarplarcon de
las distintas peticiones y, en particular, de aquellas que consisten en visitidsanes a los
correspondientes aculos. Adenas, tambén se han cuantificado las que solicitarlalgjpo de
accbn sobre los aftulos o se remiten como parte de una opémade lusqueda. Finalmente,
las peticiones que involucran elementos de personalimacivisualizaddn, como”skins* y
estiloscsstambién han sido tenidas en cuenta.

2. ¢Existe una relacon de proporcion entre el nimero de articulos de cada edidn de
Wikipedia y el tr afico que recibe?
La respuesta a esta pregunta incluye la compamnagel taméo de cada edibn, expresado
en riumero de aftulos, con la cantidad dedfiico dirigido a ella. Aderas, se ha analizado la
evolucibn de ambas medidas, taiay trafico, durante todo elfe.

A continuacon, basaremos nuestro examen en las peticiones ya filtradas por nuestra
propia aplicadin. Estas peticiones se refieren a elementos de infobmagspetficos
(fundamentalmente determinados namespaces) y a acciones cuya casntificaalisis entra
dentro de nuestros intereses. Nuestro estudioi, agucentra en aspectos temporales y de
comportamiento que puedan extraerse d@dido y que resulten de utilidad en la descripcde

la interacobn entre Wikipedia y sus usuarios. En concreto, las preguntas ptapsesn:

3. ¢ Es posible identificar patrones repetidos en el tiempo que impliquenederminados tipos
de peticiones a Wikipedia?
Para ofrecer una respuesta adecuada a esta pregunta, se amddiggreticiones realizadas a
Wikipedia durante diferentes unidades de tiempo. Esto peanatitener distintas perspectivas
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correspondientes a los diferentesipdos considerados. Para obtener una mayor poegise
analiza separadamente cada tipo de peticiones con el fin de evitar efdaterales derivadas
de las diferencias en escala. Por la mismamaias peticiones correspondientes a cada&dlici
de Wikipedia se tratan por separado.

4. ¢Estn las visitas a los contenidos de Wikipedia relacionadas con las edicionels otros
tipos de peticiones de alguna manera?
Esta pregunta se respondgoniendo en relagh el timero de peticiones de cada tipo lanzadas
en pefodos de tiempo similares de manera que puedan observarse correlagiteesllas.
Las relaciones entre algunos tipos de peticiones pandte manifiesto dbitos concretos de
conducta por parte de los usuarios cuando intaescton Wikipedia. Ade@s, este tipo de
comparaciones puede servir para distribuir las contribuciones endddaslistintas ediciones
entre sus respectivos usuarios y taembtonducir a la determinaii del grado de participaimn
correspondiente a las distintas comunidades de usuarios.

Finalmente, nos centramos en dfico dirigido a contenidos concretos y muy particulares.
Wikipedia establece distintos mecanismos para promover y presentar costeoitsiderados

de una calidad excepcional y nosotros evaluamos su efectividad emnetzon el tafico

gue consiguen atraer. Por otro lado, nos interesa conocer que tipdicidoa reciben

un mayor fimero de visitas y si son los mismos en las distintas ediciones de Wikipedia.
Ademas, Wikipedia tami@n ofrece un motor delisqueda integrado que nos interesa desde
el punto de vista del estudio de los tipos de contenidos correspondiciateseraciones de
blusqueda solicitadas por los usuarios. Las siguientes cuestiones refigarinquietudes de
investigacbn:

5. ¢Como afecta la considera@n de articulos como contenido destacado en elimero de
visitas que reciben?
Esta cuestin se considera desde una doble perspectiva. Por un lado, se ahatipacto, en
terminos del fimero de visitas que atraen, de lod@ros destacados que se presentan en las
paginas principales de las distintas ediciones de Wikipedia como ejemplos deidosatde
calidad. Adenas, se analiza tamdm el mimero de visitas que atraen losiamos candidatos
a contenido destacado durante su proceso de prémotias visitas a estos @tilos pueden
servir para interpretar la damica que sigue cada comunidad de usuario durantédqueda
del consenso necesario para otorgar a Idswdds la consideradh de contenido de calidad.
Un nimero elevado de visitas a i@tlos destacados puede ser un indicio del ésate una
determinada comunidad de usuarios porcatbs de gran calidad y, por tanto, su retecde
uso con Wikipedia no respondara la forma de mera consulta bdgueda de informan. Las
visitas a afculos destacados mostrados endgipa principal de alguna edisi de Wikipedia
implican la visita previa a estagginas y, por tanto, tienen una probabilidad considerablemente
menor de ser el resultado de una opédradle lusqueda realizada desde un motor externo o
del propio motor de Wikipedia. Por tanto, la visita a estokalts con toda probabilidad es el
resultado de cautivar la atebaidel usuario al paso dste por la pgina principal. Por supuesto,
se considera de un integ especial el poder determinar si la indusde ariculos destacados
en sus Aginas principales tiene la misma reperénsen todas las ediciones de Wikipedia.

6. ¢Que tipo de contenidos son los @s visitados en Wikipedia?
Esta pregunta no tiene un éater marcadamente cuantitativo como las anteriores sa® m
bien cualitativo y pretende determinar quda@aros de cada edioh de Wikipedia atraen a3
la atencbn de sus usuarios en fubaidel tipo de contenido desarrollado.iAsismo, tambén
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se analiza el tipo de afitulos que recibe mayores tasas de contrimucios dos resultados
pueden servir como indicadores del tipo de uso que las diferentes cadaside usuarios
hacen de Wikipedia. Las cate@@s de aiitulos consideradas para dar respuesta a esta pregunta
se basan en las presentadas en el estudio conducido por Spoe8yaV ]

7. ¢Influyen las operaciones de bisqueda sobre determinados temas en las visitas a los
articulos relacionados con dichos temas?
Esta pregunta es, nuevamente, de naturaleza cualitativa y pretenadeii@tercategorizar, en
primer lugar, las categt@s de afitulos sobre las que se realiza un mayiomero de operaciones
de disqueda. Para ello se empleda misma categorizamn utilizada para resolver la pregunta
anterior. Para determinar la influencia de las operacionedisigubda en las subsiguientes
visitas a los correspondientesiaulos se correla@n los dos tipos de peticiones.

C.4 Metodologa

El aralisis descrito a lo largo de esta tesis consisisidamente, en la caracterizatie las solicitudes
que los usuarios de Wikipedia éanm aésta. Para ello contamos con una muestra consistente en el
1% de todas las peticiones servidas por los sistemas Squid que la Famdékimedia ha dispuesto
con el fin de actuar como caehde las pginas nas solicitadas y aliviar, asla carga de trabajo
de los servidores web y de bases de datos situado@sdaér ellos. Por cada pefai que sirven,
los servidores Squid registran distintos datos relacionados con ella. dranadbn relativa a cada
peticibn queda finalmente reflejada en uim@eh delog cuyos campos se establecen con arreglo
al formato de registro utilizado por la FundaeciWikimedia. Estasiheas, una vez despojadas de
cualquier informadin susceptible de ser utilizada para practicar alguna forma de identficdeios
usuarios que las originaron, son puestas en paquetes y enviadasuesstas sistemas donde quedan
almacenadas para su posterioaléis. A partir de esta informan se procede a la caracteriZzatde

las peticiones mediante un proceso que consiste en la ofepditrado de los diversos elementos
de informacbn contenidos en los distintos campos de cadeal de log y, particularmente, en el
relativo a la URL enviada a la Wikipedia. EIl proceso de filtrado es necedabido al ingente
volumen de informaéin a procesar y se lleva a cabo con el fin de obtémécamente aquellos
elementos de informa@n considerados de intes para el alisis. En nuestro caso, tales elementos
consistian en las peticiones enviadas al proyecto Wikipedia (los servidores f&gistran peticiones
enviadas a todos los proyectos de la FuniladVikimedia) y dentro déstas, aquellas dirigidas a sus
ediciones ras importantes en volumen tanto ddartos como de fffico. Adenas, se consideran
sblo las que involucren a losamespacey acciones ras comunes. La informam de todas estas
peticiones quedaralmacenada en una base de datos disponible para un postétisisastatbtico.
Aunque $lo la informacén de las peticiones consideradas de ggeyuede almacenada en la base de
datos, todo el fifico general es caracterizado de manera que podemos obteneregiacm muy
exacta de su composiei. Todas estas actividades relacionadas con el proceso de la iof@mnma
recibida de la Fundagh Wikimedia son llevadas a cabo por parte de la aplca@vikiSquilter
diseada y desarrollada ex-profeso para esta énisi La ingenieia de software utilizada para su
proceso de desarrollo otorga una gran importancia tanto a las cuestiadsgs al rendimiento
como a la modularizadn y ausencia de dependencias entre sus partes. dsjesa ha prestado
una especial atertm a la flexibilidad y extensibilidad que permiten la aditde nuevos servicios y
funcionalidades de manera sencilla y eficiente. Finalmente cabe destdeaailidades que introduce
para la configuraéin y especificaéin de los elementos informa&ei considerados de ints para cada
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aralisis. Esto la convierte en una herramienta de gran versatila@aldiente adaptable para analizar
informacibn de log procedente de cualquier plataforma basada en un wigtpen general, y de los
proyectos actualmente soportados por la Furtdediikimedia en particular.

Despues de analizar el &fico correspondiente a uii@ completo, el presente estudio muestra
diversos patrones correspondientes a la distrisutgmporal de las peticiones enviadas a Wikipedia
por sus usuarios. Adeis, este estudio tan#@n presenta patrones que describen la manera en la
que los usuarios interd@n con Wikipedia y el tipo y frecuencia de las acciones que le solicitan.
Por otro lado, esta tesis analiza la retecentre el amero de visitas y las operaciones de dilici
sobre aftulos de distintas ediciones de Wikipedia con el fin de determinar el grapartieipacon
y comportamiento colaborativo exhibido por sus usuarios. Se analiza,&anthiinfluencia de las
caracteisticas de los aitulos en el imero y tipo de visitas que reciben y en las acciones de que son
objeto. En este sentido se considera, por ejemplo, la distoibwig visitas y ediciones a los &los
en funcbn del espacio organizativegmespaceal que pertenecen o la distribbai de las distintas
acciones en torno a estos espacios. La influencia de la calidad de losidostde Wikipedia en las
visitas y ediciones recibidas tangbi es tenida en cuenta. iAse estudia el impacto de la promaai
de artculos a la considera@n dedestacadogn su posteriorimero y tipo de accesos. Otra cuésti
de gran integs tratada en esta tesis es la categorrade los afitulos nas solicitados en las distintas
Wikipedias. Este aspecto, sin duda, ofréaema visbn cualitativa del tipo de contenidoas solicitado
por los usuarios y, por tanto, contrib@ia establecer un perfil del uso que se hace de Wikipedia. En
relacbn con esta cuestn, este trabajo es el primero en considerar el uso de Wikipedia como reotor d
blusqueda de forma que, adasde una clasificaimn cualitativa de los elementos buscados, se analiza
su influencia sobre las visitas a los contenidos.

La consideradin cuantitativa de los datos presentados en esta tesis puede contribuir a la
estimaobn de la carga de proceso impuesta a los servidores que soportan targedidilcomo el
resto de proyectos mantenidos por la FundlaVikimedia, ascomo ser de utilidad en la evaluani
de la escalabilidad y rendimiento de la arquitectura de soporte en su conRortdanto, este tipo
de aralisis puede dar lugar a diversas mejoras en aspectos relacionadsisteamas tanto software
como hardware.

Hasta el momento, y que nosotros conozcamos, no se ha realizadm ritrg amlisis tan
pormenorizado sobre el uso de Wikipedia ni que considere los elemantofodmacon utilizados
en el que se presenta ag&speramos que nuestros esfuerzos y resultados sirvan como anatribu
en el estudio de las diimicas de uso e interadti entre usuarios y plataformas relacionadas con la
gestbn colaborativa del conocimiento como Wikipedia.

C.5 Conclusiones

El desarrollo de la presente tesis ha permitido obtener un conjunto de sion€elsi relacionadas con
los objetivos y preguntas de investigaitiplanteados que se exponen a contiruaci

» En primer lugar se han validado los resultados obtenidos a partir deicedeshrrollado como
parte de esta tesis y que se basa en &lisia de las peticiones realizadas a Wikipedia por sus
usuarios. Este atisis resulta novedoso tanto por la naturaleza de la muestra de datos utilizada
como por los resultados que permite obtener. La val@abia resultado posible gracias a
la disponibilidad de fuentes de datos fidedignas y sus resultados han dodstréabilidad
del aralisis tanto erambitos marcadamente generalistas como los relativos a ediciones o a
contenidos como en los de mayor nivel de detalle relativoSe@uéos o acciones concretos.
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» Atendiendo a los resultados del proceso de val@aa@s posible, adems, concluir que la mayor

parte de las visitas a &tilos de la Wikipedia corresponden a teamespacesonsiderados en
esta tesisMain, Talk, User, User_talk andSpecial En el caso de las operaciones de ddici
los correspondientes resultados permiten aseglrac@n nas seguridad que tales operaciones
sblo involucran a loslamespacesiencionados.

Como resultado del proceso de caracterimadilel tafico de peticiones a Wikipedia se ha
determinado que las visitas aiattlos constituyen aproximadamente la cuarta parte de todo
el trafico a Wikipedia. Las peticiones que solicitan realizatialjpo de acdn alcanzan otro
25% y destaca la baja propobai de operaciones de ediai. Por el contrario, las operaciones
de hisqueda son las a8 demandadas con una tasa cercana al 5%. Destacanelmde
peticiones relacionadas con opciones de presémtacivisualizadn de los contenidos que
suponen aproximadamente un 35% de todoadicn.

Tras comparar el tari@ de las distintas ediciones de Wikipedia con éfito que atraen,
podemos concluir que mayores tiolenes de atulos no significan necesariamente mayores
volumenes de &fico. Esto significa que los recursos relacionados con el almacenamiento
servicio de contenidos escalan de forma completamente distinta.

El estudio de los patrones temporales ha revelado, en primer lugar] ttaéic® consistente

en las peticiones filtradas para eladinis realizado en esta tesis puede servir de modelo del
trafico general a Wikipedia. Las peticiones filtradas son aquellas que énaollosnamespaces
anteriores en peticiones de visita, editikisqueda, solicitud de ed@si, consulta de hiético

y visualizacon de cambios introducidos. Adé&sy se ha comprobado quéle visitas y
operaciones de (squeda siguen patrones regulares en el tiempo mientras que el resto de
peticiones tiene una naturaleza muchasmasprea.

En relacén con el comportamiento de los usuarios, se ha podido comprobar quemn g
nimero de solicitudes de ediei no terminan con la correspondiente opdradie escritura

en la base de datos. Esto significa que los usuarios ém algpmento deciden abandonar
el proceso de edion iniciado con la correspondiente solicitud. En este sentido, hemos
obtenido una clasificagn con las tasas de abandono de operaciones démrdiailas distintas
Wikipedias. Por el contrario, se ha comprobado que en la rfey® las ediciones, las
peticiones de visualiza@n de cambios y edioh son muy similares eriimero lo quéndica un

uso generalizado de la primera antes de realizar la segunda.

La correlacbn de ediciones y visitas ha mostrado @séas 8lo se relacionan positivamente en
algunas Wikipedias. Las mismas que tienen una cord@gubsitiva de solicitudes de edici

y ediciones finalizadas (con escritura en la base de datos). Estas edisimm la alemana,
inglesa, esfdala, italiana y rusa. La correldsi entre visitas y las distintas acciones es positiva
en klisquedas y solicitudes de edioien todas las Wikipedias.

La evaluaddn del impacto de los contenidos destacados ha permitido determinar que los
arficulos presentados durante joelos concretos de tiempo en lasginas principales de las
distintas ediciones, como ejemplos de contenidos de calidad, atraen de éguma la atenéin

de los visitantes en dicho pedo $lo en el caso de la Wikipedia inglesa. Por otro lado, el
analisis de las visitas a los &tilos que reciben la consideranide destacados ha puesto de
manifiesto las distintas diimicas empleadas por las respectivas comunidades ésdaidda

de consenso para la promogide los aittulos.
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» Se han asignado cate@gs a los artulos nmas visitados y editados en las distintas ediciones
de Wikipedia. Como resultado, en la Wikipedia inglesa la catagués visitada corresponde a
arficulos relacionados con el entretenimiento y el ocio mientras que en odggarresponden
a Ciencia y Humanidades. Tardhi se han categorizado los temas relacionados con las
operaciones dellsqueda remitidas a Wikipedia. Destaca la abundante de cantidadaieglas
relacionadas con contenidos de ocio, sobre todo engedioglesa donde predominan. La
edicion espaola, sin embargo, realizaas hisquedas de temas geaficos que de nirign otro.
Cuando se harealizado la correfatientre las bsquedas sobre determinados temas yelaro
de visitas a aftulos de los mismos temas, se ha encontrado glaees positiva en el caso de
la Wikipedia inglesa y alemana.
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Appendix D

License Creative Commons
Attribution-ShareAlike 3.0

License

THE WORK (AS DEFINED BELOW) IS PROVIDED UNDER THE TERMS OF THI
CREATIVE COMMONS PUBLIC LICENSE ("CCPL” OR "LICENSE”). THEWORK IS
PROTECTED BY COPYRIGHT AND/OR OTHER APPLICABLE LAW. ANY USE B THE
WORK OTHER THAN AS AUTHORIZED UNDER THIS LICENSE OR COPYRIGHLAW IS
PROHIBITED.

BY EXERCISING ANY RIGHTS TO THE WORK PROVIDED HERE, YOU ACCHPAND
AGREE TO BE BOUND BY THE TERMS OF THIS LICENSE. TO THE EXTENT THLICENSE
MAY BE CONSIDERED TO BE A CONTRACT, THE LICENSOR GRANTS YOU THRIGHTS
CONTAINED HERE IN CONSIDERATION OF YOUR ACCEPTANCE OF SUCHERMS AND
CONDITIONS.

1. Definitions

() "Adaptation” means a work based upon the Work, or upon the Wodkadher pre-

(b)

existing works, such as a translation, adaptation, derivative workngement of music
or other alterations of a literary or artistic work, or phonogram or parégrce and
includes cinematographic adaptations or any other form in which the Worlbmescast,
transformed, or adapted including in any form recognizably derivenh fthe original,

except that a work that constitutes a Collection will not be considered aptaton for

the purpose of this License. For the avoidance of doubt, where the MWarknusical
work, performance or phonogram, the synchronization of the Work in tirakedion with

a moving image ("synching”) will be considered an Adaptation for the pwepdshis

License.

"Collection” means a collection of literary or artistic works, such as elopedias and
anthologies, or performances, phonograms or broadcasts, or aibey @ subject matter
other than works listed in Section 1(f) below, which, by reason of the teteand
arrangement of their contents, constitute intellectual creations, in which tr& &
included in its entirety in unmodified form along with one or more other contribstion
each constituting separate and independent works in themselves, whathetogre
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()

(d)
(e)

assembled into a collective whole. A work that constitutes a Collection will not be
considered an Adaptation (as defined below) for the purposes of tliagec

"Creative Commons Compatible License” means a license that is listed at
http://creativecommons.org/compatiblelicenses that has been approved eayivEr
Commons as being essentially equivalent to this License, including, at a minimum,
because that license: (i) contains terms that have the same purpose, grezzhieffect

as the License Elements of this License; and, (ii) explicitly permits the relicemding
adaptations of works made available under that license under this Licemas€reative
Commons jurisdiction license with the same License Elements as this License.

"Distribute” means to make available to the public the original and copiessofirk or
Adaptation, as appropriate, through sale or other transfer of owipersh

"License Elements” means the following high-level license attributes lested by
Licensor and indicated in the title of this License: Attribution, ShareAlike.

(H "Licensor” means the individual, individuals, entity or entities that g&gthe Work under

@

(h)

(i)

)

the terms of this License.

"Original Author” means, in the case of a literary or artistic work, theiviial,
individuals, entity or entities who created the Work or if no individual or entin be
identified, the publisher; and in addition (i) in the case of a performancestbesasingers,
musicians, dancers, and other persons who act, sing, deliver, deglainir), interpret or
otherwise perform literary or artistic works or expressions of folklgiigjn the case of
a phonogram the producer being the person or legal entity who first titeesounds of
a performance or other sounds; and, (iii) in the case of broadcaststgaeization that
transmits the broadcast.

"Work” means the literary and/or artistic work offered under the termthis License
including without limitation any production in the literary, scientific and artistic domain
whatever may be the mode or form of its expression including digital formh agca
book, pamphlet and other writing; a lecture, address, sermon or othkrofithe same
nature; a dramatic or dramatico-musical work; a choreographic worktertainment in
dumb show; a musical composition with or without words; a cinematographik teor
which are assimilated works expressed by a process analogous to cigeaphatg a work
of drawing, painting, architecture, sculpture, engraving or lithographghotographic
work to which are assimilated works expressed by a process analogplistomraphy; a
work of applied art; an illustration, map, plan, sketch or three-dimensioni kelative to
geography, topography, architecture or science; a performabceadcast; a phonogram;
a compilation of data to the extent it is protected as a copyrightable work; arla w
performed by a variety or circus performer to the extent it is not othereassidered a
literary or artistic work.

"You” means an individual or entity exercising rights under this Licemg® has not
previously violated the terms of this License with respect to the Work, or vaBodreived
express permission from the Licensor to exercise rights under this lecdespite a
previous violation.

"Publicly Perform” means to perform public recitations of the Work anddmmunicate
to the public those public recitations, by any means or process, includingirbyow
wireless means or public digital performances; to make available to the pubtics\Wo
such a way that members of the public may access these Works from a pdbaesgplace
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individually chosen by them; to perform the Work to the public by any meapsamess
and the communication to the public of the performances of the Work, inclugipgltlic
digital performance; to broadcast and rebroadcast the Work by aagshecluding signs,
sounds or images.

(k) "Reproduce” means to make copies of the Work by any means includthgut limitation
by sound or visual recordings and the right of fixation and reproduftkations of the
Work, including storage of a protected performance or phonogram itadigrm or other
electronic medium.

2. Fair Dealing Rights. Nothing in this License is intended to reduce, limit, oriceammy uses
free from copyright or rights arising from limitations or exceptions thatmavided for in
connection with the copyright protection under copyright law or othelicgige laws.

3. License Grant. Subject to the terms and conditions of this License, bickeseby grants You a
worldwide, royalty-free, non-exclusive, perpetual (for the duratibthe applicable copyright)
license to exercise the rights in the Work as stated below:

(a) to Reproduce the Work, to incorporate the Work into one or more Collestiand to
Reproduce the Work as incorporated in the Collections;

(b) to create and Reproduce Adaptations provided that any such Aidaptacluding any
translation in any medium, takes reasonable steps to clearly label, demarctterarise
identify that changes were made to the original Work. For example, a tt@amstaould
be marked "The original work was translated from English to Spanish, moodification
could indicate "The original work has been modified.”;

(c) to Distribute and Publicly Perform the Work including as incorporatedbiteCtions; and,
(d) to Distribute and Publicly Perform Adaptations.
(e) For the avoidance of doubt:

i. Non-waivable Compulsory License Schemes. In those jurisdictions irvwhecright
to collect royalties through any statutory or compulsory licensing schemtae
waived, the Licensor reserves the exclusive right to collect suchltieg for any
exercise by You of the rights granted under this License;

ii. Waivable Compulsory License Schemes. In those jurisdictions in whichigheto
collect royalties through any statutory or compulsory licensing schemescaniled,
the Licensor waives the exclusive right to collect such royalties forexeycise by
You of the rights granted under this License; and,

iii. Voluntary License Schemes. The Licensor waives the right to collegalties,
whether individually or, in the event that the Licensor is a member of a colgectin
society that administers voluntary licensing schemes, via that society, frgm a
exercise by You of the rights granted under this License.

The above rights may be exercised in all media and formats whether nownkmokereafter
devised. The above rights include the right to make such modifications aedmaically
necessary to exercise the rights in other media and formats. Subject tonS¢}iall rights
not expressly granted by Licensor are hereby reserved.

4. Restrictions. Restrictions. The license granted in Section 3 above Bssipmade subject to
and limited by the following restrictions:
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(@)

(b)

()

You may Distribute or Publicly Perform the Work only under the terms ofltlisense.
You must include a copy of, or the Uniform Resource Identifier (URI) fois License
with every copy of the Work You Distribute or Publicly Perform. You may nfi&€oor
impose any terms on the Work that restrict the terms of this License or the abititye of
recipient of the Work to exercise the rights granted to that recipient uhéeterms of
the License. You may not sublicense the Work. You must keep intact allesotiat
refer to this License and to the disclaimer of warranties with every copy ofAfie
You Distribute or Publicly Perform. When You Distribute or Publicly Perform\Wark,
You may not impose any effective technological measures on the Workesiaict the
ability of a recipient of the Work from You to exercise the rights granted toréngipient
under the terms of the License. This Section 4(a) applies to the Work agparated
in a Collection, but this does not require the Collection apart from the WoeK iis be
made subject to the terms of this License. If You create a Collection, uporerfotim
any Licensor You must, to the extent practicable, remove from the Colleatipcradit
as required by Section 4(c), as requested. If You create an Adaptagion notice from
any Licensor You must, to the extent practicable, remove from the Adapttiparedit
as required by Section 4(c), as requested.

You may Distribute or Publicly Perform an Adaptation only under the teringilothis
License; (ii) a later version of this License with the same License Elements asciise;
(iii) a Creative Commons jurisdiction license (either this or a later license vérdian
contains the same License Elements as this License (e.g., Attribution-Shar2Allks));
(iv) a Creative Commons Compatible License. If you license the Adaptatidarume
of the licenses mentioned in (iv), you must comply with the terms of that licefigeul
license the Adaptation under the terms of any of the licenses mentioned in @y, (ii)
(the "Applicable License”), you must comply with the terms of the Applicable hsese
generally and the following provisions: (I) You must include a copy ofther URI for,
the Applicable License with every copy of each Adaptation You Distributeutnliély
Perform; (I) You may not offer or impose any terms on the Adaptation &sitict the
terms of the Applicable License or the ability of the recipient of the Adaptatiordcese
the rights granted to that recipient under the terms of the Applicable Licéh§eyou
must keep intact all notices that refer to the Applicable License and to thiaidiec of
warranties with every copy of the Work as included in the Adaptation You iDig# or
Publicly Perform; (IV) when You Distribute or Publicly Perform the Adaptatigou may
not impose any effective technological measures on the Adaptation giattréhe ability
of a recipient of the Adaptation from You to exercise the rights granted tadicgpient
under the terms of the Applicable License. This Section 4(b) applies to thptattn
as incorporated in a Collection, but this does not require the Collection frpar the
Adaptation itself to be made subject to the terms of the Applicable License.

If You Distribute, or Publicly Perform the Work or any Adaptations all€ctions, You
must, unless a request has been made pursuant to Section 4(a), keeplir@pyright
notices for the Work and provide, reasonable to the medium or means &auiking:
(i) the name of the Original Author (or pseudonym, if applicable) if supplad/or if
the Original Author and/or Licensor designate another party or partigs @ sponsor
institute, publishing entity, journal) for attribution ("Attribution Parties”) in Licen's
copyright notice, terms of service or by other reasonable means, theafaueh party
or parties; (ii) the title of the Work if supplied; (iii) to the extent reasonablycficable,
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the URI, if any, that Licensor specifies to be associated with the Workssisiech URI
does not refer to the copyright notice or licensing information for the \Warld (iv) ,
consistent with Ssection 3(b), in the case of an Adaptation, a credit idegtifye use of
the Work in the Adaptation (e.g., "French translation of the Work by Originathar,”
or "Screenplay based on original Work by Original Author”). Thediteequired by this
Section 4(c) may be implemented in any reasonable manner; provided,dmthet in the
case of a Adaptation or Collection, at a minimum such credit will appear, gditdior all
contributing authors of the Adaptation or Collection appears, then asfiagse credits
and in a manner at least as prominent as the credits for the other contributimgs.
For the avoidance of doubt, You may only use the credit required by tloiso&dor the
purpose of attribution in the manner set out above and, by exercisingrigiis under
this License, You may not implicitly or explicitly assert or imply any connection with,
sponsorship or endorsement by the Original Author, Licensor andtabétion Parties,
as appropriate, of You or Your use of the Work, without the separgpeess prior written
permission of the Original Author, Licensor and/or Attribution Parties.

(d) Except as otherwise agreed in writing by the Licensor or as may benatieepermitted by
applicable law, if You Reproduce, Distribute or Publicly Perform the Wattkee by itself
or as part of any Adaptations or Collections, You must not distort, mutilateifynactake
other derogatory action in relation to the Work which would be prejudicial t@ihginal
Author’s honor or reputation. Licensor agrees that in those jurisdicijergs Japan),
in which any exercise of the right granted in Section 3(b) of this License ritiht to
make Adaptations) would be deemed to be a distortion, mutilation, modification ar othe
derogatory action prejudicial to the Original Author's honor and reputatite Licensor
will waive or not assert, as appropriate, this Section, to the fullest egntitted by the
applicable national law, to enable You to reasonably exercise Your rigihtruSection
3(b) of this License (right to make Adaptations) but not otherwise.

5. Representations, Warranties and Disclaimer

UNLESS OTHERWISE MUTUALLY AGREED TO BY THE PARTIES IN WRITIN,
LICENSOR OFFERS
THE WORK AS-IS AND MAKES NO REPRESENTATIONS OR WARRANTIES O&NY
KIND CONCERNING THE WORK, EXPRESS, IMPLIED, STATUTORY OR GIERWISE,
INCLUDING, WITHOUT LIMITATION, WARRANTIES OF TITLE, MERCHANTIBILITY,
FITNESS FOR A PARTICULAR PURPOSE, NONINFRINGEMENT, OR THEBAENCE
OF LATENT OR OTHER DEFECTS, ACCURACY, OR THE PRESENCE OF ABSEE
OF ERRORS, WHETHER OR NOT DISCOVERABLE. SOME JURISDICTIORN® NOT
ALLOW THE EXCLUSION OF IMPLIED WARRANTIES, SO SUCH EXCLUSI® MAY
NOT APPLY TO YOU.

6. Limitation on Liability. EXCEPT TO THE EXTENT REQUIRED BY APPLICABLEAW, IN
NO EVENT WILL LICENSOR BE LIABLE TO YOU ON ANY LEGAL THEORY FORANY
SPECIAL, INCIDENTAL, CONSEQUENTIAL, PUNITIVE OR EXEMPLAR DAMAGES
ARISING OUT OF THIS LICENSE OR THE USE OF THE WORK, EVEN IF LIGESOR
HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

7. Termination
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(@)

(b)

This License and the rights granted hereunder will terminate automatiqaily any
breach by You of the terms of this License. Individuals or entities who neweived
Adaptations or Collections from You under this License, however, will mte their
licenses terminated provided such individuals or entities remain in full compliaitt
those licenses. Sections 1, 2, 5, 6, 7, and 8 will survive any terminatithmisaficense.

Subject to the above terms and conditions, the license granted hempésua¢ (for the
duration of the applicable copyright in the Work). Notwithstanding the apbiensor
reserves the right to release the Work under different license termsstogalistributing
the Work at any time; provided, however that any such election will neteserwithdraw
this License (or any other license that has been, or is required to bdedrander the
terms of this License), and this License will continue in full force and éftedess
terminated as stated above.

8. Miscellaneous

(@)

(b)

(©)

(d)

(e)

(f)

Each time You Distribute or Publicly Perform the Work or a Collection, theshsor
offers to the recipient a license to the Work on the same terms and conditiche as
license granted to You under this License.

Each time You Distribute or Publicly Perform an Adaptation, Licensoersffto the
recipient a license to the original Work on the same terms and conditions asehsdlic
granted to You under this License.

If any provision of this License is invalid or unenforceable undeliagble law, it shall
not affect the validity or enforceability of the remainder of the terms of thishse, and
without further action by the parties to this agreement, such provision shadiformed
to the minimum extent necessary to make such provision valid and enforceable

No term or provision of this License shall be deemed waived andeechrconsented to
unless such waiver or consent shall be in writing and signed by the fwaby charged
with such waiver or consent.

This License constitutes the entire agreement between the parties wébtresthe Work
licensed here. There are no understandings, agreements or reatiess with respect to
the Work not specified here. Licensor shall not be bound by any additpyovisions that
may appear in any communication from You. This License may not be modifiedwtith
the mutual written agreement of the Licensor and You.

The rights granted under, and the subject matter referenced, init@ade were drafted
utilizing the terminology of the Berne Convention for the Protection of Literarg a
Artistic Works (as amended on September 28, 1979), the Rome Conventl@6bfthe
WIPO Copyright Treaty of 1996, the WIPO Performances and PhanogMreaty of
1996 and the Universal Copyright Convention (as revised on Jul§24). These rights
and subject matter take effect in the relevant jurisdiction in which the Lictmaes are
sought to be enforced according to the corresponding provisions afnffiementation
of those treaty provisions in the applicable national law. If the standard sliights
granted under applicable copyright law includes additional rights nettedaunder this
License, such additional rights are deemed to be included in the Licensejdbisse is
not intended to restrict the license of any rights under applicable law.

Creative Commons is not a party to this License, and makes no warrantyoewatsn connection
with the Work. Creative Commons will not be liable to You or any party on anglldgeory for any
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damages whatsoever, including without limitation any general, special, inaldanconsequential
damages arising in connection to this license. Notwithstanding the foregoin(2jveentences, if
Creative Commons has expressly identified itself as the Licensor hereitsthall have all rights and
obligations of Licensor.

Except for the limited purpose of indicating to the public that the Work is licenaddr the CCPL,
Creative Commons does not authorize the use by either party of the trdd&neative Commons”
or any related trademark or logo of Creative Commons without the prior wigtieasent of Creative
Commons. Any permitted use will be in compliance with Creative Commons’ theesturademark
usage guidelines, as may be published on its website or otherwise madelavaiaib request from
time to time. For the avoidance of doubt, this trademark restriction does nopfarnof the License.

Creative Commons may be contactedhtp://creativecommons.org/
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